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Abstract—An important challenge in synthetic biology is the
construction of periodic circuits with tunable and predictable
period. We propose a general architecture, based on the use of
recombinase proteins and negative feedback, to build a molecular
device for periodic switching between two distinct regimes;
the switching rule depends on known concentration thresholds
for some circuit components. We analytically characterise the
threshold values for which a periodic orbit is guaranteed to
exist and attract all trajectories with initial conditions within
an invariant set, and we provide expressions for period and
amplitude. We describe two distinct biological realisations of
the recombinase architecture, and show their capacity to exhibit
periodic behaviours via extensive numerical simulations.

Index Terms—Biomolecular systems, Systems biology

I. INTRODUCTION

DNA recombinases have recently enriched the repertoire
of parts in synthetic biology [1]. These enzymes cleave

and rejoin DNA strands with high specificity for given do-
mains. By carefully placing these domains, recombinases can
perform diverse operations such as DNA excision, insertion,
and translocation to generate logic and regulatory circuits [1],
[2], [3], [4], [5]. However, it remains an open question whether
recombinases can be used to build dynamic systems such as
oscillators. Because they introduce a nearly digital switch
of gene expression (on-off) by reorienting a promoter, the
effect of recombinases can be compared to that of transistors
in electronic circuits. For this reason, we propose to build
recombinase oscillators by taking inspiration from the archi-
tecture of electronic clocks like astable multivibrators [6]. In
contrast, the majority of existing artificial genetic oscillators
are regulated via transcription factors, which introduce smooth
changes of gene expression, and were developed following
classical analog circuit design principles, typically by building
a negative feedback loop that is destabilised via steep nonlin-
earities, positive feedback, or delays [7], [8], [9].

First, we describe an autonomous reset motif, in which
a recombinase reorients a target promoter site and activates
expression of a component that causes a reduction of recom-
binase concentration. Second, by interconnecting two (stable)
reset modules, we obtain periodic switching (set-reset) when
the recombinases exceed a given threshold; switching between
two stable modes can generate non-stable dynamics [10], [11],
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[12]. A single recombinase copy is needed to control the
orientation of a DNA site, so an advantage of a recombinase
oscillator is that its signal may be propagated to other circuits
with minimal retroactivity [13].

Relying on classical results on nonlinear systems [14] and
on singular perturbation theory [13], [15], we provide an
analytical characterisation of the threshold values for which
a periodic orbit is guaranteed to exist and we show that, if
the thresholds are chosen appropriately, all trajectories starting
from suitable initial conditions converge to such a periodic
orbit. As previously done in [16] for a relaxation oscillator, we
also give analytic expressions for the period and the amplitude
of the resulting periodic signal, which can be tuned by altering
the production and degradation rates, as well as the thresholds.

Finally, we examine models for two alternative biological
implementations of the set-reset circuit: numerical simulations
show that both exhibit a periodic behaviour as expected;
the dynamics of the systems resemble those of relaxation
oscillators [8], [9], [16]. The implementations differ in the
biological mechanism chosen to down-regulate the concen-
tration of recombinase (thus “stabilising” each reset module).
The fact that alternative mechanisms can be employed without
losing the ability to achieve periodic switching suggests that
our motif is robust with respect to the chosen realisation.
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Fig. 1. Molecular motifs for recombinase-based switching. A: The reset
motif and its qualitative dynamics. B: The set-reset motif resulting from the
combination of two reset modules.

II. A BIOMOLECULAR SET-RESET NETWORK

We introduce a recombinase-based network that sets and
reset gene expression. We characterise the motif qualitatively;
possible specific realisations are discussed in Section IV. We
indicate molecular species with uppercase letters, and their
concentrations with the corresponding lowercase letters.

An autonomous reset motif. Our motif includes two
proteins, X and Y , shown in Fig. 1A. X is a recombinase
and its recognition sites are marked by purple triangles. Y
is a regulator that causes a reduction in the concentration of
X . Initially, Y is not expressed because its promoter site is
oriented to the left (p∗), so the amount of X can rapidly



increase (Fig. 1A, bottom). As the recombinase X exceeds
a given threshold concentration κx, it causes the promoter to
flip its orientation (p), which can be viewed as an autonomous
reset in the circuit. By reorienting the promoter, X switches
on the expression of protein Y . As Y increases, it causes
a decrease in the concentration of X (negative loop). At
this point, the circuit remains in the current state because
the concentration of X cannot be increased again. Note that
the reorientation of the promoter alters the sequence of the
recombinase binding sites, which are no longer available. This
system can be modelled by the qualitative ODEs:

ẋ = b− f(x, y), ẏ = γσ(x)− δy,

where b > 0 is a constant production rate; f models conver-
sion, dilution, or degradation, and we assume it is an increasing
function of both x and y, which is zero when x = 0 and tends
to infinity when x→∞ (hence the existence of an equilibrium
point is ensured); γ, δ > 0; and σ(x) = 1 if x exceeds a given
threshold, x ≥ κx, otherwise σ(x) = 0. In both configurations,
the system is monotone and globally asymptotically stable
(since changing sign to either of the variables turns the
system Jacobian into a triangular Metzler matrix with negative
diagonal entries) around its unique equilibrium.

We assume that y evolves on a much faster timescale than x
(which is always feasible in practice, because the degradation
of y may be tuned by design via catalytic degradation). Thus,
once x ≥ κx, y converges immediately to its high equilibrium
ȳ = γ/δ. To portray the actual behaviour of the biological
system, we assume that the solution x̄ of f(x̄, ȳ) = b is
a monotonically decreasing function of ȳ: it is larger when
ȳ = 0 than when ȳ = γ/δ > 0. Also, since the equilibrium
concentration of a biological component depends on the ratio
of its production and degradation (or dilution) rates, we assume
that f(x, y) = β(y)x, where β is a positive increasing
function, hence x̄ = b/β(ȳ). The simplified system becomes
ẋ = b − βσ(x)x, with β1 > β0 > 0 (where β0 = βσ(x)=0

etc.). Also the production rate b may depend on ȳ, as long as
∂x̄/∂ȳ < 0; for instance, we may have ẋ = bσ(x) − βx, with
b0 > b1 > 0 (where b0 = bσ(x)=0 etc.).

Set-reset motif. By interconnecting two reset modules we
obtain the system in Fig. 1B, that automatically sets and re-sets
its operation: each module, i = 1, 2, includes a recombinase
Xi, which exclusively recognises its binding sites (purple
triangles) and reorients the promoter to enable production
of Yi; the binding sites are altered when the promoter is
reoriented, so the recombinase can operate only if the promoter
for the expression of Yi is off (oriented in the opposite
direction required for expression) and if the recombinase
exceeds its threshold κx1. If recombinase X1 exceeds κx1,
then the promoter switches orientation to p = p1. Similarly,
if the promoter is oriented to the right, p = p1, exclusively
the recognition sites for X2 are available; reorientation to
p = p2 occurs when X2 exceeds κx2. The overall system
can be described by the qualitative model:

ẋi = ci − fi(xi, yi), ẏi = γipi(t)− δiyi, (1)

where p1(t) = [1 − σ(t)] and p2(t) = σ(t), c1 = a > 0 and
c2 = b > 0 are constant production rates, fi are increasing

functions of both arguments, which are zero when the first
argument is zero and tend to infinity when the first argument
does (hence the existence of an equilibrium point is ensured),
and γi, δi > 0. Coupling between the two modules is due to
function σ, which changes its value depending on its previous
value and on when the state xi exceeds its threshold κxi:

σ(t) =



1 if


σ(t−) = 1, x2(t) < κx2, ∀x1(t)

or
σ(t−) = 0, x2(t) ≥ κx2, ∀x1(t)

0 if


σ(t−) = 0, x1(t) < κx1, ∀x2(t)

or
σ(t−) = 1, x1(t) ≥ κx1, ∀x2(t)

(2)

Set f1(x1, y1) = α(y1)x1 and f2(x2, y2) = β(y2)x2,
with α and β positive increasing functions. When σ
is kept constant, the overall system is monotone and
globally asymptotically stable around its unique equilib-
rium: [a/α(γ1/δ1), γ1/δ1, b/β(0), 0]> when σ ≡ 0 and
[a/α(0), 0, b/β(γ2/δ2), γ2/δ2]> when σ ≡ 1.

To study the behaviour under switching, we consider the
simplified system obtained by assuming that yi evolves on a
much faster timescale than xi: once xi ≥ κxi, yi converges
immediately to its high equilibrium ȳi = γi/δi. Note that
δ1 6= δ2 in general. The simplified system becomes:

ẋ1 = a− ασx1, ẋ2 = b− βσx2, (3)

with a, b > 0, α0 > α1 > 0 and β1 > β0 > 0.
Under the same timescale-separation assumptions, when the

production rates depend on yi, the simplified system is:

ẋ1 = aσ − αx1, ẋ2 = bσ − βx2, (4)

with α, β > 0, a1 > a0 > 0 and b0 > b1 > 0.

III. ANALYSIS OF THE SET-RESET MOTIF

We give necessary and sufficient conditions on the threshold
values κx1 and κx2 to guarantee the existence of a periodic
orbit for the simplified systems (3) and (4), providing analytic
expressions for the corresponding period and amplitude.

Theorem 1: System (3), with a, b > 0, α0 > α1 > 0 and
β1 > β0 > 0, under the switching rule (2), admits a non-
constant periodic orbit if and only if

a

α0
< κx1 <

a

α1
,

b

β1
< κx2 <

b

β0
, (5)

Γ(κx1, κx2) = h1κx1κx2 + h2κx1 + h3κx2 > 0, (6)

with h1 = α0β1 − α1β0, h2 = b(α1 − α0), h3 = a(β0 − β1).
The corresponding period is T = T1 + T2 and the amplitude
is κx1 − q1 for x1 and κx2 − q2 for x2, where T1 and T2 are
the positive solutions of

T2 = ψ1(T1) = 1
α1

log

[
( a
α1
− a
α0

)+( a
α0
−κx1)e−α0T1

a
α1
−κx1

]
, (7)

T1 = ψ2(T2) = 1
β0

log

[
( b
β0
− b
β1

)+( b
β1
−κx2)e−β1T2

b
β0
−κx2

]
, (8)

while

q1 = κx1e
−α0T1 + (1− e−α0T1)a/α0, (9)

q2 = κx2e
−β1T2 + (1− e−β1T2)b/β1. (10)



Proof: If the two thresholds do not take values between
the low and the high equilibrium, then, in view of (2), the
system converges to one of the two equilibria, depending on
the initial conditions; hence, no periodic switching can occur.
Therefore, (5) is necessary. Denote as T1(k) (respectively,
T2(k)) the time interval after which x2 (resp. x1) crosses
its threshold for the kth time. The system trajectory start-
ing from the initial conditions x1(0) = κx1 (known) and
x2(0) = q2 (unknown) can be explicitly computed. Denoting
x2(T1) = κx2, x1(T1) = q1 and x1(T1 + T2) = κx1 (with the
index k for the Ti’s dropped for simplicity), a periodic orbit
is achieved iff the following equations hold:

κx1e
−α0T1 + (1− e−α0T1)a/α0 = q1 (11)

q1e
−α1T2 + (1− e−α1T2)a/α1 = κx1 (12)

q2e
−β0T1 + (1− e−β0T1)b/β0 = κx2 (13)

κx2e
−β1T2 + (1− e−β1T2)b/β1 = q2 (14)

By substituting the expression of q1 from (11) into (12) and
the expression of q2 from (14) into (13), after some algebraic
manipulations we get T2 = ψ1(T1) as in (7) and T1 = ψ2(T2)
as in (8). Hence, the sequence of time intervals T1(k) (resp.
T2(k)) evolves as T1(k + 1) = ψ2 ◦ ψ1(T1(k))

.
= ψ(T1(k))

(resp. T2(k + 1) = ψ1 ◦ ψ2(T2(k))). Under condition (5), for
i = 1, 2, ψi is a strictly increasing, nonnegative and concave
function, ∂2ψi/∂T

2
i < 0, ψi(0) = 0 and limTi→∞ ψi(Ti) =

ki > 0. Hence, the two curves (qualitatively shown in Fig. 2A)
have an intersection at the origin. They may also admit a
nontrivial intersection, for T1, T2 > 0, which is then unique
due to concavity. The nontrivial intersection exists if and only
if ψ′(0) = ∂ψ1/∂T1|T1=0 · ∂ψ2/∂T2|T2=0 > 1 (cf. [17,
Theorem 2]), namely

α0κx1 − a
a− α1κx1

· β1κx2 − b
b− β0κx2

> 1. (15)

In fact, function ψ = ψ1◦ψ2 is nonnegative, strictly increasing
and strictly concave: ψ1(ψ2(αTa + βTb)) ≥ ψ1(αψ2(Ta) +
βψ2(Tb)) ≥ αψ1(ψ2(Ta)) + βαψ1(ψ2(Tb)). Also, ψ(0) = 0.
If ψ′(0) > 1, then the concave function φ(T1)

.
= ψ(T1)− T1

is positive in a right neighborhood of the origin and becomes
negative after a certain value (since limT1→∞ φ′(T1) = −1),
hence it admits a single positive root; conversely, if ψ′(0) ≤ 1,
then φ(T1) is always negative for positive T1, hence there is
no positive root. Therefore it must be ψ′(0) > 1, namely (15),
which can be rewritten in the form Γ(κx1, κx2) > 0 as in (6).

Now, the sequence T1(k) satisfies T1(k + 1) = ψ(T1(k)).
Let T̄1 be the fixed point T̄1 = ψ(T̄1). For T1(0) > 0, we
show that T1(k) → T̄1 asymptotically. In fact, due to the
properties of ψ, if T1(k) > T̄1, then T1(k) > ψ(T1(k)) > T̄1,
hence the sequence decreases and it has a limit, which is
necessarily the fixed point T̄1. If instead T1(k) < T̄1, then
T1(k) < ψ(T1(k)) < T̄1, hence the sequence increases and
it has a limit, the fixed point T̄1. Hence, T1(k) → T̄1.
Analogously, for T2(0) > 0, T2(k)→ T̄2.

The curve Γ(κx1, κx2) = 0 is a hyperbola with positive
asymptotes κx1 = a(β1−β0)

α0β1−α1β0
< a

α0
and κx2 = b(α0−α1)

α0β1−α1β0
<

b
β1

. Note that Γ( a
α0
, bβ1

) < 0, while Γ(0, 0) = Γ( a
α0
, bβ0

) =

Γ( a
α1
, bβ1

) = 0, and Γ( a
α1
, bβ0

) > 0. Fig. 2B shows in blue the
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Fig. 2. A: Determining the period. The curves T2 = ψ1(T1) as in (7) and
T1 = ψ2(T2) as in (8) in the (T1, T2) plane. A nontrivial intersection (with
T1, T2 > 0) exists iff the product of the two first derivatives at the origin is
larger than one. B: Conditions for periodic behaviour. In the (κx1, κx2)
plane, the green set identifies the threshold choices that satisfy (5) and (6)
and thus yield a periodic orbit for system (3) under the switching rule (2);
the blue curve is the hyperbola Γ(κx1, κx2) = 0, the dashed black lines are
its asymptotes, and the red lines are the sides of the rectangle in (5).

hyperbola Γ(κx1, κx2) = 0 and in green the set of (κx1, κx2)
that satisfy both (5) and (6). As shown, choosing the thresholds
in this set is necessary and sufficient for a periodic trajectory
to exist, which then has period T = T̄1 + T̄2 and amplitude
κx1 − q1 for x1 and κx2 − q2 for x2.

Remark 1: If (5) and (6) are not satisfied, the system trajec-
tories eventually chatter around (or converge to) an equilibrium
depending on the initial conditions and the thresholds.

We now show positive invariance of the set

X = {0 ≤ xi ≤ κxi, i = 1, 2} (16)

and prove that convergence to the periodic orbit, whenever it
exists, is guaranteed for all initial conditions in X .

Proposition 1: If (5) holds, X in (16) is a positively in-
variant set for system (3), with a, b > 0, α0 > α1 > 0 and
β1 > β0 > 0, under the switching rule (2).

Proof: Invariance is guaranteed since ẋi > 0 when xi = 0
and, in view of (5), ẋi(t) < 0 when xi(t−) = κxi. Indeed, if
x1(t−) = κx1, σ(t) = 0, hence ẋ1(t) < a − α0κx1 < 0; if
x2(t−) = κx2, σ(t) = 1, hence ẋ2(t) < b− β1κx2 < 0.

Theorem 2: If (5) and (6) hold, the trajectories of system
(3), with a, b > 0, α0 > α1 > 0 and β1 > β0 > 0, under the
switching rule (2), converge to a periodic orbit for all initial
conditions in the set X in (16).

Proof: We can build a Poincaré map as follows (see also
Fig. 3A): for k = 0, 1, 2, . . . , we take a switching point with
x1 = x1(k) and x2 = κx2 (the red point in Fig. 3A). Starting
from this point, at time T1(k) we reach a new switching point
with x1 = κx1 and x2 = x2(T1(k)) (the magenta point in
Fig. 3A). From there, T2(k) time units after switching, we
reach a new switching point with coordinates x1 = x1(k +
1) = x1(T1(k) + T2(k)) and x2 = κx2 (the cyan point in
Fig. 3A), which lies again on the line x2 = κx2. The Poincaré
map from x1(k) to x1(k+1), both corresponding to x2 = κx2,
can be written by adopting the same expressions as in the proof
of Theorem 1 and turns out to be the time-varying map:

x1(k + 1) = A(k)x1(k) + C(k), (17)

where A(k) = e−α0T1(k)e−α1T2(k) and C(k) = (1 −
e−α0T1(k))e−α1T2(k)a/α0 + (1 − e−α1T2(k))a/α1. As shown
in the proof of Theorem 1, asymptotically T1(k), T2(k) →
T̄1, T̄2, hence A(k)→ Ā and C(k)→ C̄. Then (17) converges
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Fig. 3. A: Iterations of the Poincaré map in the (x1, x2) plane; the dashed
black lines mark the threshold values, the two blue dots are the equilibrium
values for σ = 0 and for σ = 1. Starting from the red dot with x2 = κx2, the
system trajectory reaches the magenta dot and then, after switching, reaches
the cyan dot that is again on the line x2 = κx2. B: In the (κx1, κx2)
plane, the green set identifies the threshold choices that satisfy (18) and (19),
yielding a periodic orbit for (4) under the switching rule (2); the blue line is
Λ(κx1, κx2) = 0, and the red lines are the sides of the rectangle in (18).

to the time-invariant map x1(k+ 1) = Āx1(k) + C̄ and, since
Ā = e−α0T̄1e−α1T̄2 < 1, the fixed point of this discrete-time
system is asymptotically stable, globally within X (due to
the converging-input converging-state property [18] of stable
linear systems). Therefore, asymptotic convergence to the
periodic orbit of the continuous-time system is guaranteed for
all initial conditions in X .

For system (4), analogous results can be proven.
Theorem 3: System (4), with α, β > 0, a1 > a0 > 0 and

b0 > b1 > 0, under the switching rule (2), admits a non-
constant periodic orbit if and only if

a0

α
< κx1 <

a1

α
,

b1
β
< κx2 <

b0
β
, (18)

Λ(κx1, κx2) = m1κx1 +m2κx2 +m3 > 0, (19)

with m1 = α(b0−b1), h2 = β(a1−a0), and m3 = a0b1−a1b0.
The corresponding period is T = T1 + T2 and the amplitude
is κx1 − q1 for x1 and κx2 − q2 for x2, where T1 and T2 are
the positive solutions of

T2 = ψ1(T1) = 1
α log

[
(
a1
α −

a0
α )+(

a0
α −κx1)e−αT1

a1
α −κx1

]
, (20)

T1 = ψ2(T2) = 1
β log

[
(
b0
β −

b1
β )+(

b1
β −κx2)e−βT2

b0
β −κx2

]
, (21)

and

q1 = κx1e
−αT1 + (1− e−αT1)a0/α , (22)

q2 = κx2e
−βT2 + (1− e−βT2)b1/β . (23)

Proof: We can proceed as in the proof of Theorem 1.
We get T2 = ψ1(T1) as in (20) and T1 = ψ2(T2) as in
(21); under condition (18), for i = 1, 2, ψi is an increas-
ing, positive concave function, ∂2ψi/∂T

2
i < 0, ψi(0) = 0

and limTi→∞ ψi(Ti) = ki > 0. Therefore, the two curves
have an intersection at the origin (cf. Fig. 2A). They may
also have a nontrivial intersection, for T1, T2 > 0, which
is then unique due to concavity and exists if and only if
∂ψ1/∂T1|T1=0 · ∂ψ2/∂T2|T2=0 > 1 (cf. [17, Theorem 2]),
i.e.

ακx1 − a0

a1 − ακx1
· βκx2 − b1
b0 − βκx2

> 1,

which can be rewritten in the form Λ(κx1, κx2) > 0 as in (19).
Λ(κx1, κx2) = 0 is a line; Λ(a0α ,

b1
β ) < 0, while Λ(a0α ,

b0
β ) =

Λ(a1α ,
b1
β ) = 0, and Λ(a1α ,

b0
β ) > 0. Fig. 3B shows in blue the

line Λ(κx1, κx2) = 0 and in green the set of (κx1, κx2) that
satisfy both (18) and (19).

The next results can also be proven along the same lines as
Proposition 1 and Theorem 2.

Proposition 2: If (18) holds, X in (16) is a positively
invariant set for system (4), with α, β > 0, a1 > a0 > 0
and b0 > b1 > 0, under the switching rule (2).

Theorem 4: If (18) and (19) hold, the trajectories of system
(4), with α, β > 0, a1 > a0 > 0 and b0 > b1 > 0, under the
switching rule (2), converge to a periodic orbit for all initial
conditions in the set X in (16).

IV. REALISATIONS OF THE SET-RESET MOTIF

A recombinase-protease (RP) implementation. Our first
realisation, illustrated in Fig. 4A, consists of two pairs of re-
combinases X1 and X2 [1] and two proteases Y1 and Y2 [19];
the protease Yi promotes degradation of the recombinase Xi.
When the promoter is oriented to the right, p = p1, it expresses
Y1 with reaction rate constant γ; when the promoter is oriented
to the left, p = p2, it produces Y2 at the same rate γ. Because
viral proteases exhibit strong specificity for short target sites,
the protease Yi can be designed to target and degrade exclu-
sively the recombinase Xi, i = 1, 2 [19]. The degradation
rate for both proteases is δ. The recombinases X1 and X2 are
respectively produced at rates θ1 and θ2, and both decay at
rate φ. The recombinases Xi, i = 1, 2 cause a switch in the
promoter orientation only when they exceed their thresholds
κxi and their recognition sites are available. We assume that
the promoter orientation is a variable that switches determin-
istically between two values depending on the concentration
of the recombinases X1 and X2 relative to their thresholds
κx1 and κx2, and that species X1, X2, Y1 and Y2 exist at
high-copy numbers. Hence, their interactions (Fig. 4A) can be
modelled by the macroscopic chemical reactions: ∅ γpi−−⇀ Yi
(recombinase-regulated production), ∅ θi−−⇀ Xi (constitutive
production), Yi

δ−−⇀ ∅ and Xi
φ−−⇀ ∅ (constitutive degrada-

tion), Xi
ρgi−−⇀ ∅ (protease-catalysed degradation), occurring

in Module i = 1, 2. We assume protease-catalysed degradation
is Michaelian, with gi = yi

yi+κyi
, i = 1, 2. At any given time

the promoter can be oriented exclusively to the right (p1 = 1
and p2 = 0) or to the left (p1 = 0 and p2 = 1). Therefore
p1 = (1−σ) and p2 = σ, with switching variable σ = {0, 1}.
The current value of σ depends on its previous value as well as
on the concentration of the recombinases X1 and X2 relative
to κx1 and κx2, as in (2). The model of the RP circuit, derived
from the reactions using the law of mass action, is:

ẋi = θi − φxi − ρgi(yi)xi, ẏi = γpi − δyi, i = 1, 2,

where the two modules operate together, coupled exclusively
by the orientation of the promoter. The RP system falls into
the class (1). With either promoter orientation, the protease
and recombinase concentrations in each module converge
exponentially to a globally asymptotically stable equilibrium:
when σ = 0, x̄1 = θ1/φ, ȳ1 = 0, x̄2 = θ2/[φ + ρ γ/δ

γ/δ+κy2
],

ȳ2 = γ/δ; when σ = 1, x̄1 = θ1/[φ + ρ γ/δ
γ/δ+κy1

], ȳ1 = γ/δ,
x̄2 = θ2/φ, ȳ2 = 0.
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Fig. 4. Recombinase-protease (RP) realisation of the set-reset circuit A:
The circuit combines two recombinase and protease pairs: the recombinase
induces re-orientation of the promoter controlling expression of the protease,
which in turn catalyses recombinase degradation. B: Top left: sketch of the
region in the threshold plane that enables a periodic behaviour; right column:
example solutions of the circuit, corresponding to the three threshold choices
highlighted in the same color in the threshold plane, with initial conditions
(0, 0) and parameters as in Table I. The green choice yields a regular periodic
behaviour, as expected (Theorems 1 and 2). The violet and cyan choices
correspond to thresholds out of the prescribed region and, as expected, instead
of a periodic behaviour we see monotonic convergence, violet, and chattering,
cyan (cf. Remark 1). C: Ratio of predicted and simulated period and amplitude
(Tp/Tm, and Ap/Am), plotted against a nondimensional factor scaling the
dynamics of yi; predictions use the expressions in Theorem 1 for the 2-
dimensional system, while the complete 4-dimensional system is simulated.
The larger the scaling factor, the faster yi converges to steady state, and
the closer the simulated period is to the theoretical prediction. D: Sensitivity
analysis; the color intensity represents the concentration of x1 at each time
point on the x-axis, mapped to the scale on the right of each sub-figure. A
single parameter is varied in each plot (y-axis is in logarithmic scale), while
others are held fixed and equal to their nominal value listed in Table I.

If yi quickly reach their steady state, we can approximate
the system as in (3), with a = θ1, b = θ2, α1 = β0 = φ, α0 =
φ + ρ γ/δ

γ/δ+κy1
and β1 = φ + ρ γ/δ

γ/δ+κy2
. Hence, Theorems 1

and 2 in Section III hold: convergence to a periodic behaviour
for all initial conditions in X in (16) occurs if and only if the
thresholds values κx1 and κx2 satisfy (5) and (6).

A recombinase-repressor (RR) implementation. The sec-
ond realisation of the set-reset system is schematically illus-
trated in Fig. 5A: expression of the recombinases X1 and X2

is now regulated by repressors Y1 and Y2, hence we call this
a recombinase-repressor (RR) implementation. The remaining
elements of the circuit operate identically to the RP realisation.

The RR chemical reactions are: ∅ γpi−−⇀ Yi (recombinase-
regulated production), ∅ θigi−−⇀ Xi (repressor-regulated pro-
duction), Yi

δ−−⇀ ∅ and Xi
φ−−⇀ ∅ (constitutive degradation),

with gi =
κyi

yi+κyi
, i = 1, 2. Defining the switching variable σ

and the thresholds as in the previous section, the corresponding
dynamics can be derived using the law of mass action:

ẋi = θigi(yi)− φxi, ẏi = γpi − δyi, i = 1, 2,

Fig. 5. Recombinase-repressor (RR) realisation of the set-reset circuit. A:
The circuit combines two recombinase and repressor pairs: the recombinase
induces re-orientation of the promoter controlling expression of the repressors.
Bottom: sketch of the region in the threshold plane that enables a periodic
behaviour. B: Example solutions of the circuit (in time and in phase space)
corresponding to the three threshold choices highlighted at the bottom of
panel A, with initial conditions (0, 200nM) and parameters as in Table I.
The green choice corresponds to thresholds within the gray region and yields
a regular periodic behaviour, as expected (Theorems 3 and 4). The violet and
cyan choices correspond to thresholds out of the gray region and, as expected,
instead of a periodic behaviour we see monotonic convergence, violet, and
chattering, cyan (cf. Remark 1). C: Sensitivity analysis; the color intensity
represents the concentration of x1 at each time point on the x-axis, mapped
to the scale on the right of each sub-figure. A single parameter is varied in
each plot (y-axis is in logarithmic scale), while others are held fixed and equal
to their nominal value listed in Table I.

where p1 = 1 − σ and p2 = σ. Under time-scale separation
assumptions, the approximated system has the form (4), with
a0 = θ1

κy1
γ/δ+κy1

, a1 = θ1, b0 = θ2, b1 = θ2
κy2

γ/δ+κy2
, α = β =

φ. Hence, Theorems 3 and 4 in Section III hold: to converge
to a periodic behaviour for all initial conditions in X in (16)
it is necessary and sufficient to pick the thresholds κx1 and
κx2 so that (18) and (19) are satisfied.

Numerical simulations. We used MATLAB to integrate the
ODE models for the RP and RR implementations, using the
nominal parameters listed in Table I (unless otherwise noted).
Example trajectories (Fig. 4B and Fig. 5B) show that periodic
switching occurs only when the parameters are within the re-
gions computed from our theoretical predictions. When using
distinct degradation rates (e.g., δ1 6= δ2), oscillations still occur
but symmetry within the modules is lost (not shown). For
the RP circuit, we verify in Fig. 4 C that, as the steady-state
convergence of yi becomes faster, the period and amplitude in
simulated oscillations (4-dimensional system) converge to the
analytical predictions obtained in Theorem 1 under time-scale
separation assumptions (2-dimensional system). We note that
the RP oscillatory region in the plane (κx1, κx2) is larger than



the oscillatory region of the RR implementation, indicating
that the RP realisation may be more robust.

In Fig. 4D and Fig. 5C we report a sensitivity analysis of
the models, in which each parameter varies from one fourth
to four times its nominal value (reported in Table I). The
sensitivity analysis shows that production rate θi, degradation
rate φ and threshold κi are the key for periodic behaviour.
Indeed, increasing θi increases the lower bound required for
κxi, which then becomes larger than κxi; while decreasing
θi prevents Xi from reaching its threshold κxi. The range
of parameters explored in the sensitivity plots in Fig. 4D and
Fig. 5C do not show a lower bound for θi and an upper bound
for κxi (resp. an upper bound for θi and a lower bound for
κxi) because the extreme parameter values we picked were
still within the gray area; however, we have explored a larger
parameter range, not shown here, and we have observed the
bounds as predicted. Overall, the simulation results agree with
the necessary and sufficient conditions for the existence of
periodic behaviours derived in Section III. Also, the faster the
dynamics of yi, the closer the period and amplitude of xi are
to those computed based on the exact analytic expressions ob-
tained under time-scale separation assumptions (Fig. 4C). Both
implementations perform as expected in numerical simulation,
although the sensitivity analysis suggests that RP may be more
robust. In practice, the implementation choice will depend on
availability of parts; neither the protease nor the repressor are
required to be highly cooperative, but their Michaelis constants
(thresholds) should satisfy the requirements outlined here.

TABLE I
SIMULATION PARAMETERS FOR THE RP AND RR CIRCUITS

Parameter Circuit Value Other studies

θ1, θ2 (M/s) RP 2.08 · 10−10 2.8 · 10−11 − 2.8 · 10−8

γ (M/s) RP 5.2 · 10−10 [20], [21]
θ1, θ2 (M/s) RR 1.11 · 10−10 2.8 · 10−11 − 2.8 · 10−8

γ (M/s) RR 2.22 · 10−10 [20], [21]
φ, δ (/s) RP/RR 1.93 · 10−4, δ = 4φ 10−4 − 10−3

ρ(/s) RP 3.85 · 10−3 [22]
κx1, κx2 (nM) RP/RR 200
κy1, κy2 (nM) RP/RR 100

V. CONCLUSIONS AND OUTLOOK

We proposed a general recombinase-based motif to achieve
periodic switching, along with necessary and sufficient con-
ditions that relate switching thresholds with the emergence
of periodic behaviours. Two realisations, shown to exhibit
periodic switching in a realistic parameter range, suggest
viability of an experimental implementation. Our numerical
sensitivity analysis indicates that a desired period may be
achieved by tuning parameters such as protein production
and degradation (e.g., by strengthening promoter regions and
using degradation tags). Both realisations could be classified
as relaxation oscillators, which are generally more robust than
phase oscillators [8], [9], [16], [23]. Preliminary results indi-
cate that oscillations can be achieved with positive-feedback
variants of the networks considered here (for example, Xi

switches expression from Yi to Yj , while Yi activates Xi,
i = 1, 2, j = 2, 1).

Our deterministic models assume deterministic promoter
switching as the recombinase concentration exceeds a given

threshold. This is a reasonable representation of a system
operating at high copy number in a cell-free, in vitro testbed.
A recombinase circuit in vivo would be better represented as a
stochastic hybrid system, since only one copy of each promoter
would be present in the system, and its reorientation would be
a stochastic event. Future work is aimed at providing a formal
analysis of the stochastic operation of this motif.
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