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Abstract

A major drawback hinders the application of Model Predictive Control (MPC) to
the regulation of electromechanical systems or, more generally, systems with fast
dynamics: the time needed for the online computation of the control is often too
long with respect to the sampling time. This paper shows how this problem can
be overcome by suitably implementing the MPC technique. The main idea is to
compute the control law using the discrete-time Euler Auxiliary System (EAS)
associated with the continuous-time plant, and apply the control obtained for the
discrete-time system to the continuous-time system. In this way the implementa-
tion sampling time can be much smaller than the EAS time parameter, which leads
to significant savings in computation time. Theoretical results guarantee stabili-
sation, constraint satisfaction and robustness of such a control strategy, which is
applied to the control of an electric drive and a cart-pendulum system.

Keywords: Model Predictive Control, Euler Auxiliary System, Constrained
Control, Stability, Permanent-Magnet Motor Drive, Cart-Pendulum System

1. Introduction

Model Predictive Control (MPC), also referred to as Receding Horizon Con-
trol, is an established control technique (see, for instance, [9]) that was initially
intended for linear time-invariant (LTI) systems. Despite the heavy computational
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burden required by its implementation, MPC is characterised by a high level of ro-
bustness, which has motivated its extension to other important classes of systems,
such as distributed systems [10, 11] and nonlinear systems [20]. Its application in
industrial contexts is more recent (see, e.g., [21]).

In the last years the MPC technique has been applied to the control of electric
equipment, such as power converters [22, 1, 29] and electromechanical systems
with fast dynamics [24, 28], with particular regard to electric drives [12, 13, 8, 18].
An overview of results on this subject can be found in [16] and [23].

The industrial application of the MPC technique to the regulation of the afore-
mentioned systems has a severe drawback: the time needed for its real-time imple-
mentation is often too long. Several methods have been proposed to overcome this
problem. Some of them are based on the idea of performing off-line part of the
computation needed to find a solution (see, e.g, [26, 2, 17]). Some others, instead,
aim at speeding up computations. For instance, an interesting solution that com-
bines warm-starting, reordering of the variables and early termination is proposed
in [27]. Another approach is followed in [3], where the state space is divided into
subsets that require the solution of simpler linear quadratic problems. However,
in general, there is no upper bound on the number of these subsets, which may
grow exponentially with the dimension of the prediction horizon. Other solutions,
such as the so-called Generalized Predictive Control [15] and Finite Control Set
MPC [16], have also been investigated.

Here we pursue the idea of quasi-optimal MPC put forth in [6], which is sum-
marised in Section 2. The key feature of the method is to consider the Euler
Auxiliary System (EAS) for the computation of the MPC law. In fact, the con-
trol law determined by means of the MPC technique for the discrete-time EAS
can safely be applied to the continuous-time system. In this way, the implementa-
tion sampling time can be made much smaller than the time parameter adopted in
the sampled-data prediction model, with remarkable computational benefits. Sec-
tion 3 analyses the robustness of the suggested technique. In particular, a condition
is derived that ensures robust stability in the presence of parametric uncertainties.
The effectiveness of the method is tested on two fast electromechanical systems.
Specifically, Section 4 considers the control of a a permanent-magnet synchronous
motor, while Section 5 deals with a cart-pendulum system. The results are briefly
discussed in the concluding Section 6.



2. MPC strategy

2.1. Motivation and background
MPC techniques based on standard sampled-data models must satisfy the fol-
lowing requirements that are often conflicting.

e The sampling time must be small; roughly, the sampling frequency must be
significantly greater than the system bandwidth.

e The prediction horizon must be large enough to allow an effective optimi-
sation of the trajectory.

e The time required to compute the solution must be smaller than the sam-
pling time.

Unfortunately, both reducing the sampling time and extending the prediction
horizon increase the number of variables in the optimisation problem that must be
solved to find the control law, which results in a longer computation time. Coping
with these conflicting requirements is even harder in the presence of constraints.

The idea suggested in [6] and applied in this paper is to distinguish between
two different time intervals:

T': the implementation sampling time, which is chosen on the basis of the sys-
tem bandwidth and must be small enough to cope with the fast system dy-
namics.

T: the time parameter adopted in the prediction model. This parameter is cho-
sen on the basis of the prediction horizon and must be large enough to ensure
that the solution of the optimisation problem is computed within time 7.

In short,
> T.

Now, if T" is very small (virtually zero w.r.t. the process time constants), the
sampled-data implementation is virtually equivalent to a continuous-time imple-
mentation and the following questions arise.

Q1 How can an MPC scheme based on the time parameter 7 be adopted and
applied to the continuous-time system?

Q2 What performance can be guaranteed?

Q3 Can constraint satisfaction be ensured?

The next subsection answers these questions.



2.2. Overview of constrained suboptimal MPC [6]
Consider a system

(1) = f(x(t), u(t)), (D
where z(t) € R”™ for all ¢, u(t) € R™ for all ¢, and f(-,-) is locally Lipschitz
with respect to the first argument. Assume that Z = 0 is an equilibrium point
corresponding to w = 0, namely f(0,0) = 0, and denote the initial state by
xo = x(0). We are concerned with the problem of finding the control law « that
minimises the cost functional

J(au) = / " gla(t), u(t))dt @)

where g is positive definite, subject to the constraints

o) € X 3)

u(t) e U 4)
for all ¢, where X and U are convex and closed sets including the origin in their
interior.

Now, suppose that the optimal control law minimising the cost functional and
satisfying the constraints can be written in the state-feedback form

u(t) = KOPt(x(t)) . (5)

If the optimal cost is finite and K, is well-defined, we can consider the cost-to-go
function

U(wo) = J (2, Kope(2)) = /Ooo g(a(t), Kopr(2(1)))dt, (6)

with
2(t) = f(2(t), Kop(z(t)),  x(0) = o, @
which represents the value of the optimal cost, subject to the constraints, given the
initial state xg.
Since, except for special cases, finding K, and V¥ is an almost hopeless task,
resort can profitably be made to the EAS

w(k+1) = (k) + 7f(x(k), up(k)) , (8)
where 7 > 0 is the aforementioned time parameter, and to the associated cost

function
o

Jp(,u) =7 gla(k),up(k)). )
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If, as previously assumed, the discrete-time optimal control may be expressed in
the state-feedback form up (k) = Kp(x(k)), the EAS dynamics can be written as

z(k+1)=x(k)+7f(z(k), Kp(z(k))), z(0)=xg (10)

and the cost-to-go function Wp(xg,7), i.e., the optimal discrete-time cost with
initial state xy subject to the given constraints, is

V(o 7) = Jp(a, Kp(z)) =) gla(k), Kp(x(k))). (11)
k=0

The following result, proven in [6], points out an important relation between the
continuous-time problem and the discrete-time solution.

Theorem 2.1. Assume that Vp and V are convex functions defined on an open
convex set including the origin. Then, for all T > 0,

U(zg) < Up(xp, 7).

Moreover, if the control Kp(z) is applied to the continuous-time system, the
continuous-time cost (2) with initial state x(0) = x¢ is bounded as

J(z, Kp(z)) < Vp(zo,7)

and, for T — 0%, Up(xo, ) converges to U (xq) from above. O

If the system is linear time-invariant, i.e.,
&(t) = Az(t) + Bu(t), (12)
then the corresponding EAS is
x(k+1) = [I + 1A]z(k) + TBup(k). (13)

It can be shown [6] that, if the pair (A, B) is stabilisable and the function g is
convex, then W(-) and W (-, 7), V7, are both convex functions defined on an open
convex set including the origin. Hence, in view of Theorem 2.1, the discrete-time
feedback control Kp(z) can be reasonably applied to the continuous-time system
(12).



Consider now the MPC problem

N-1
U (o) = min (73 gle(k),up(k) + (N) |, (4

PR k=0

subject to

x(k+1) = [[+7Ajx(k)+7Bup(k), 0<k<N -1, (15)
up(k) € U, 0<k<N-1, (16)
z(k) € X, 0<k<N-1, (17)
z(0) = o, (18)
z(N) € P, (19)

where N is the number of steps in the prediction horizon and ®(z(N)) is a penali-
sation of the final state x (V') (included to enforce system stability). The constraint
(19) on the final state z(V), where P is a controlled-invariant set (or a contractive
set [4, 5]), is also considered.

Based on the solution of the discrete-time problem (14)—(19), a control law for
the continuous-time linear system (12) providing an approximate solution to the
problem of minimising the finite-horizon cost functional (2), with a guaranteed

cost J < \IJSG) (x0), can be computed according to the following procedure.
Procedure 2.1. Continuous-time control law.

Step 1 Given the state x(t) of the continuous-time system at time t = kT, k =
0,1,2,..., find the control sequence

{UD(O),UD(l), PN ,U,D(N — 1)}

that solves the discrete-time optimisation problem (14)—(19) starting from
xo = x(t).

Step 2 Apply to the original continuous-time system the control input u(t) =
up(0) (first element of the discrete-time optimal control sequence) for all
te kT, (k+1)T).



Remark 2.1. In practice, the computation of the values of the piecewise-constant
control law takes a non-zero time, so that over a short subinterval at the beginning
of every sampling interval the input value will remain the same as that in the
preceding sampling interval.

If
gla,u) =2" Qx4+ u' Su, (20)

where () and S are positive-definite matrices, then the optimal unconstrained cost
is

WU(xg) = 79 Pg
where P is the solution of the discrete-time algebraic Riccati equation associated
with (13), and \DS\?(%O) provides the true constrained discrete-time optimal cost
for the EAS, provided that the horizon /N is large enough [25, 19, 14].

Since \If%) is convex (actually, piecewise-quadratic [3]), when the piecewise-
constant control computed by means of Procedure 2.1 is applied to the continuous-
time system, the constraints are satisfied and the continuous-time cost is bounded
from above by the discrete-time cost \1153) (x0) according to the following result
[6] that ensures stability, too.

Theorem 2.2. Let u = Kp(x) be the continuous-time control law determined by
means of Procedure 2.1. Then, for N large enough,

e no constraint violation occurs for the continuous-time system, and

° \Ilg\T,) is a Lyapunov function for the continuous-time system satisfying the
inequality
DYU(2) < —g(x), 1)

where D+‘I/§\;) denotes the right Lyapunov derivative' of \I/g) and ¢ is a
positive-definite function.

Proof. (Sketch - for a detailed proof, see [6].) According to [25, 19, 14], if
the horizon N is large enough, \Il%) is a Lyapunov function for the discrete-time

EAS. As a consequence, there exists a positive definite function ¢p, such that

W (2 + 7(Az + BKp(2))) — U (2) < —¢p (). (22)

Tt is necessary to consider the right Lyapunov derivative, defined as D1V (z) =
W (z(t+h)) =P (z(t))

% , because VU is convex but, in general, non-smooth.

limy, o+
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By setting
¢(x) := ¢plx)/T,
from (22) we obtain

U (x4 7(Az + BKp(z))) — U7 (2)

< —¢(x). (23)

It \115? is convex, its right Lyapunov derivative can be written as the limit for
7 — 07 of the left-hand side of (23), which is a non-decreasing function of 7 and,
consequently,

. . U+ h(Az + BEp(z))) — ¥ (2)
D+\I}§V)(x> :hliglJr N h D N
U (2 + 7(Az + BKp(z))) — 0
T

<

3. Robustness of the control strategy

A theoretical result with important practical implications on the robustness of
the proposed control strategy is derived in this section.

The theory presented in the previous section applies as long as \I/E\;) 1S convex,
which is certainly true in the case of linear systems with convex constraints. If the
system is nonlinear, resort can be made to linearisation. Two types of linearisation

are possible:

e [inearisation around an equilibrium point, obtained by Taylor-expansion
truncation;

e feedback linearisation, obtained by applying a suitable feedback to the non-
linear system.

In both cases, the resulting model exhibits uncertainties: in the first, because the
higher-order nonlinear terms are neglected; in the latter, because exact cancella-
tion is impossible if the parameter values are not known precisely. Therefore, a
realistic use of the model should take into account parameter uncertainties. It is
shown next by means of a Lyapunov approach that, under suitable assumptions,
the robustness of the adopted solution is guaranteed.
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Consider the system
@(t) = [A+ Al x(t) + Bu(t), (24)

where matrix A, which represents the uncertainty on the state matrix A and can
itself be a function of the current state, i.e., A = A(z) (for simplicity, only the
state matrix A is assumed to be uncertain), satisfies a bound

[A()]| < g (25)

for all z. Then, the following result holds.

Proposition 1. Assume that the nominal system (12) with u = Kp(x) admits the

Lyapunov function \I/(T), whose right Lyapunov derivative satisfies (21). Then, the
stability of the uncertain system (24) is ensured if

Y(x) < ¢(x) (26)

for all x, where

¥(z) = lim U (@ + hA(x)z) — U (2) |

27
h—0t h ( )

Proof. It is enough to prove that \I/S;) is a Lyapunov function for the uncertain

system (24). Indeed, if \Ilg) is differentiable at all points, then, denoting by V\I/g)
its gradient, from (21) and (24) we have

DU () = vU ()" [Az + A(x)x + BKp(z)]
= vO(@)7 [Az + BKp(2)] + VI (2)T A(z)z
< —¢(z) +¥(x) <O0.
In general, however, \IJE\P is not differentiable at all points (for example, in the

constrained linear-quadratic case it is piecewise quadratic [3]). The proof for the
general case is given in the Appendix. |

To exploit this result, it is necessary to check whether condition (26) is satisfied

for some positive-definite function ¢(x). Now, if a Lipschitz constant ¢y, for \IJ%)

in a certain domain X, € X is known, then from (25) and (27) we have
U(x) < epplflzl,
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for all z € X. Another bound can be obtained if ¢(z) < af|z||?; in this case

U(@) < ap’la?.

An explicit robustness condition valid when the constraints are not active? can
also be found. Indeed, as far as the linear-quadratic constrained control problem
[14, 19] is concerned, it is always possible to find a neighbourhood X of the
origin such that, for all initial conditions z, € X, \IJ%) (w0) = 729 P19, Where
P is the positive-definite solution of the discrete-time algebraic Riccati equation
associated with the EAS (13). In this case, according to [14, p. 264], ¢p in
(22) can be chosen as ¢p(z) = 7o' Qx so that ¢(x) = x' Qx and, therefore,
according to condition (21) of Theorem 2.2, the following relation holds for the

nominal system
V(@) = 7(Az + BKp(2)) Px + 72" P(Az + BKp(z)) < —2' Qx.

To guarantee robustness, the extra term A(z)z accounting for the uncertainties

must be added to the expression of the derivative \PE\;) (x), which leads, in the case

of the uncertain system, to:

UV (2) = 7[(A+A(2))z+BKp(z)]T Pr+72T P[(A+A(z))z+BKp(x)]
< —z'Qx + TxT(A(:L')TP + PA(x))x
and the condition to be checked becomes
'Qx > 12" [A(z)" P+ PA(x)]x. (28)

This is certainly true if " Qz > 27 || P|| ||A(z)| ||||? for all z, which in turn is
satisfied if

Omin(Q) > 2u7|| P, (29)
where 0, () is the minimum eigenvalue of Q.

Remark 3.1. Condition (29) might be satisfied only for small values of p. How-
ever, if the uncertain term A(x) belongs to some known set D for all x, to fulfill
(28) it is sufficient that the eigenvalues of A(x)" P + PA(z) — Q be negative for
all A(z) € D. This remark is exploited at the end of the next section to determine
the robustness margin of the control law.

In the next two sections, the suggested MPC strategy is applied to a pair of
fast electromechanical systems that are widely used in practice.

2We remind that the constraint x € X is active at T if T belongs to the boundary of X'.
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4. Permanent-magnet motor drive

The dynamics of a permanent-magnet synchronous motor can be described
[7, 8] by the equations

di 1 . .
d_td = L—d(—RZd + WLqu + Ud) s
i ] (30)
7
d_tq = L_(_WLdZ.d — R’Lq — O.)M + uq) y
q

where 74 and ¢, are the direct and quadrature stator currents, respectively; I? is the
stator resistance; L4 and L, are the direct and quadrature inductances; w is the
rotor angular velocity; M is the permanent-magnet flux linkage; u,4 and u,, are the
direct and quadrature stator voltages.

Since w is measurable and M is known, reference can be made to a new vari-
able 1, related to the quadrature voltage by

Uy = Uy +wM.

Then, by setting y = (iq,i,)" and u = (ug,u,)", system (30) can be rewritten in
the compact form

y = (wA —-T)y + Ou, (31)
where
r_ R/Ly 0 A 0 L,/Lqg
N 0 R/L, |’ | —L4/L, 0
and /
| 1/Lg O
o= [0 uk, |
The dynamics of the shaft angular speed are described by
dov p (3pM . b
— == | ——0;— —w— 2
dt JI<27’q p TL)’ ©2)

where p is the number of pole pairs, .J; is the moment of inertia, b is the viscous
damping coefficient and 77, is the disturbance torque.

Suppose now that the equilibrium point y of (31) corresponding to a constant
input vector i must be stabilised, and consider the state error

Z=Yy—Y,

11



whose dynamics are described by
z=(wA-T1)z+ (w—w)Ay + O(u—u), (33)
where w is the equilibrium value for w. By applying the feedback control law
u=a-0"'(w-w)Ay+6 v, (34)

where v = (vg4,v,)" is a new input vector, the following linear equation is ob-
tained
z=wWA-T)z+v. (35)

Concerning the angular velocity, at steady state from (32) we have

p (3pM- b _
OZJ_I(TZLI_EW_TL)’ (36)

where 7;, = 0 is the nominal torque and @ the steady-state angular velocity. De-
noting by
C=w—w (37)

the deviation of the angular speed from its steady-state value, the overall control
system can then be described by means of the linear equations

z = (WA-T)z+v, (38)
o = az,— fo—oTp, 39)
2
M
wherea:?’gjl ,B:%andéz%.

An even simpler linear model can be obtained by setting
u=v-0""1wA-Dy (40)
directly in (31), which leads to the state-error equation
Z=V (41)

instead of (38).

The MPC strategy can conveniently be computed for either of the aforemen-
tioned linear models, which are exactly equivalent to the original system as long
as the parameters are known accurately (i.e., w, 74, 7, can be measured precisely

12



and the information about the values of M, L, and L, is reliable), so that replac-
ing (34) in (33), or (40) in (31), leads to a perfect “cancellation” of the nonlinear
terms. Quite arbitrarily, the simulations described next use the second model,
whereas the robustness analysis at the end of the section is based on the first.

As in [8, 7], the limits |iy| < imee and |ig] < €ipeq, with e € (0, 1), are
imposed on the quadrature and direct current, respectively, which is equivalent to
imposing the following constraints on the components of z = (z4, z,) ' :

—Elmaz — a4 < 24 < Elmaz — ld

_imax - gq S Zq S Z.ma;r - iq .
The optimal control is computed with respect to the index
J(2,0,v) = / l2(8)? + 100()? + 001 v dt.  (42)
0

The values of the parameters used in the numerical simulations are taken from [8];
precisely:

R = 080,

L; = 6.5mH,

L, = 6.5mH,
b = 0.01 kg-m?/s,

M = 0.36 Wb,

Jr = 0.0085 kg - m?,
p = 3,

imaz = 10A,
e = 0.1.

Since the speed transients are expected to last about 0.1 = 0.3 s, the prediction
horizon is taken to be
Tpred =03s.

Considering the time-scale of this system, a reasonable sampling time is
T =0.001 s,

so that the prediction horizon with 7 = 7" would include N = 300 steps. Corre-
spondingly, the optimisation problem, to be solved in a time at most equal to T,

13



would involve about 5 - 300 = 1500 free variables! Instead, the EAS with time

parameter
7=0.05 s,

consists of only N = 6 steps leading to 5 - 6 = 30 free variables, so that the

optimisation problem can safely be solved within the sampling time.

In the simulations whose results are shown in Figs. 1 and 2, the reference speed
is a square wave with high value 1500 rpm, low value 500 rpm, period 2 s and
duty-cycle 50%. The load is due solely to the viscous torque term bw, while the
disturbance torque is neglected. Fig. 1 shows the evolution of the state variables
(currents and speed) and Fig. 2 that of the corresponding control inputs (voltages).

Figure 1: Evolution of the state variables: angular velocity (red) in 7pm /100 (for comparison, the
reference signal is drawn in cyan), direct current (blue) and quadrature current (green) (A).

According to the considerations of Section 3, the robustness of the suggested
MPC technique can be evaluated as follows. It is assumed, for simplicity, that
the only uncertain parameter is the stator resistance (which is often the case in
practice). To this purpose, matrix I defined immediately after equation (31) is
replaced by (14 )I" with 7y positive (the resistance is higher than the nominal one
during operation because of increased temperature). In this way, with reference to
the system (38)—(39) with state vector x = (z', )", the uncertainty matrix A in
(24) takes the form

ro
A=—vy [ 0 0 ] :

14



Figure 2: Evolution of the control inputs: direct voltage (blue) and quadrature voltage (green) (V).

Therefore, condition (28) particularises to

' Qr > —TxTv(fP + Pf)x, (43)

A r o
i
and P is the solution of the Riccati equation computed for the associated discrete-

time EAS. Simple calculations show that (43) is satisfied for values of v up to
0.35, corresponding to a 35% robustness margin.

where

5. Cart-pendulum system

Consider the cart-pendulum system of Fig. 3 actuated by means of a DC mo-
tor. By choosing the state vector as x = [ 0 s 3|7, the input u as the cart
acceleration (directly related to the actuator torque which is approximately pro-
portional to the armature current), and the output vector as y = [¢} s]T, the
linearised system equations can be written as

x(t) = Ax(t)+ Bu(t),
y(t) = Cx(t).
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T
1
1
1

0
Figure 3: Cart-pendulum system.

The entries of the state, input and output matrices have been determined (in SI
units) from a laboratory prototype as

0 10 0 0
~19.62 —0.125 0 —9.886 11.53
A=1 0 0o 0 1 B=1 |
0 0 0 —4.943 5.767
100 0
€= [0 01 o}‘

The system is subject to the acceleration constraint
[u()] < Upmaz =1

and the angle constraint
19(t)| < Vimae = 0.23.

Matrices ) and S in (20) are chosen as ) = diag{1,1,100,1} and S = 0.01.
Even if this system is slower than the electrical drive considered in the previous
section, the sampling time must be small to allow for the reconstruction of both
the linear and angular speed from the displacement and angle measurements. In
this case, an acceptable sampling time is 7" = 0.01 s and a reasonable planning
horizon is 0.5-1 s corresponding to 50-100 time steps, which would entail about
250-500 variables in a standard MPC problem to be solved in less than 0.01 s!

Instead, the EAS with time parameter 7 = 0.2 s consists, for a planning hori-
zon of 0.8 s, of 4 steps. Fig. 4 shows the state trajectories with the proposed
receding-horizon control strategy starting from the initial state xo = [0 0 0.5 0] ",
Figs. 5 and 6 show the state trajectories, starting from the same initial condi-
tion, when the prediction horizon is N = 8 (corresponding to 7},..q = 1.2 s) and
N =12 (corresponding to T},.q = 2.4 s), respectively.
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0.5 1 1.5 2 25 3 35 4

Figure 4: Simulation of the cart-pendulum behaviour starting from xo = [000.50] " for7 = 0.2 s
and N = 4. The upper diagram shows the evolution of the state variables () blue, ¥ green, s red,
$ cyan). The lower diagram shows the control input evolution.

N 4 8 12 16 20 24
Te | 0.00233 | 0.00270 | 0.00306 | 0.00416 | 0.00522 | 0.00640

Table 1: Computation time 7. (in seconds) for different prediction horizons.

It can be noted that the transient becomes better as the planning horizon is
enlarged.

Table 1 shows the computation time 7. on a processor with a base frequency
of 2.3 GHz. Although a non-dedicated hardware has been used, the computation
time is much smaller than 7', even for large prediction horizons.

Table 2 shows the optimal cost corresponding to the initial condition zy =
[000.50]", a time horizon of 2.4 s, and different values of 7 and N. By re-
ducing 7, better discrete-time performances (/p) are obtained. The continuous-
time performance (.J¢), computed numerically, is not significantly better than the
discrete-time performance.

As far as the constraints are concerned, by starting the system from the afore-
mentioned initial state, the control constraint is never active during the transients.
Instead, the constraints are active by starting the system fromxo = [000.750]",
which is at a grater distance from the target (zero state), and choosing ., = 0.5.
The corresponding transient is shown in Figure 7 for a planning horizon N = 6.

The control law is effective in this case too and the settling time is only slightly
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0.5

35

Figure 5: Simulation of the cart-pendulum behaviour starting from xo = [000.50] " for7 = 0.2 s
and N = 6. The upper diagram shows the evolution of the state variables () blue, ¥ green, s red,
$ cyan). The lower diagram shows the control input evolution.

N 6 12 24 40

T 0.4 0.2 0.1 0.06
Jp | 30.23 | 17.90 | 14.72 | 13.85
Jo | 29.11 | 16.71 | 14.02 | 13.61

Table 2: Optimal discrete-time (guaranteed) cost Jp and numerically-evaluated continuous-time
cost Jo.

larger than the previous case.

6. Conclusions

The implementation of Model Predictive Control often becomes a “race against
time” since the time to compute online the control must be smaller than the sam-
pling time. This drawback hinders the application of MPC-based techniques fast
systems, especially when the time horizon is long. The problem is even more
serious when constraints are imposed on some variables.

The modified MPC technique suggested in [6] and adopted in this paper avoids
these difficulties by relieving the computation of the optimal trajectory from the
burden of an excessive time resolution. In fact, by exploiting the Euler Auxil-
iary System, the (small) sampling time and the (much larger) time parameter used
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Figure 6: Simulation of the cart-pendulum behaviour starting from xo = [000.50] " for7 = 0.2 s
and N = 12. The upper diagram shows the evolution of the state variables () blue, ¢ green, s red,
$ cyan). The lower diagram shows the control input evolution.

in the optimisation problem may be kept distinct. Despite the coarser resolu-
tion for computing the control input, however, both stabilisation and constraint
satisfaction are guaranteed without appreciably deteriorating the control system
performance.

A new easily verifiable condition based on Lyapunov-functions theory has
been provided. It ensures the robustness of the adopted approach which has been
applied to the control of two fast electromechanical systems.
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Proof of Proposition 1

To complete the proof, points in which \IIS\? is not differentiable need to be

considered. Since the system is linear, \If%) is positive-definite and convex. Hence,

by defining the subgradient of a function g at x as the set

dg(x) 2 {z€R" : g(y) — g(2)>2"(y — x), forallyeR"},
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the directional derivative of W in the direction y is given by (for details see, e.g.,

D v h N\
lim (z+ hy) = W(z) = sup 2'y.
h—07+ h 2€0Y(x)

(Note that, at any point in which W is differentiable, the subgradient is a singleton
equal to the gradient.)

Then, considering the directional derivative of \IJE\;) along the trajectories of (24),
we have

U7 (@ + h(Az + Bu) + hA(z)z) — U (z)

D*\Ilg\?(x) a hligl+ h
= sup 2 (Az+ Bu+ A(z)z)
ZE@‘I/SJ)(I)
< sup 2z (Az+ Bu)+ sup 2 Az)x
2€00) (x) 2€00\7) ()
U (@ + hA(2)z) — W

h—0+ h

= —¢(x) +¢(z) <0.

23



