Interaction sign patterns in biological networks:
from qualitative to quantitative criteria
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Abstract—In stable biological and ecological networks, the
steady-state influence matrix gathers the signs of steady-state
responses to step-like perturbations affecting the variables.
Such signs are difficult to predict a priori, because they
result from a combination of direct effects (deducible from
the Jacobian of the network dynamics) and indirect effects.
For stable monotone or cooperative networks, the sign pattern
of the influence matrix can be qualitatively determined based
exclusively on the sign pattern of the system Jacobian. For
other classes of networks, we propose criteria to assess whether
the influence matrix is fully positive: we show that a semi-
qualitative approach yields sufficient conditions for Jacobians
with a given sign pattern to admit a fully positive influence ma-
trix, and we also provide quantitative conditions for Jacobians
that are translated eventually nonnegative matrices. We present
a computational test to check whether the influence matrix has
a constant sign pattern in spite of parameter variations, and
we apply this algorithm to quasi-Metzler Jacobian matrices, to
assess whether positivity of the influence matrix is preserved
in spite of deviations from cooperativity. When the influence
matrix is fully positive, we give a simple vertex algorithm to test
robust stability. The devised criteria are applied to analyse the
steady-state behaviour of ecological and biomolecular networks.

I. INTRODUCTION

A vast class of biological and ecological systems can
be modelled as networks, where the nodes correspond to
species concentrations and the edges to their direct inter-
actions (transcription factor and binding site interactions for
gene networks, protein-protein bindings for protein networks,
predator-prey, mutualistic or competitive interactions for
ecological networks, etc.). Assuming that the network is at
equilibrium, and the equilibrium is stable, a common way
to gain insight into its steady-state behaviour is to perform
perturbation experiments in which the concentration of a
species is permanently altered (due to stability, perturbations
that are only transient may leave the equilibrium point un-
changed). In a gene regulatory network, this corresponds for
instance to a knock-down or silencing experiment on a gene
[30]. In the ecological network literature, these experiments
are widely used in field studies and known under the name
of press perturbations [3], [26], [32]. When the density
of a species is permanently changed, the network settles
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to a new equilibrium, where some (or all) of the species
concentrations are changed. Such changes in response to
step-like perturbations are normally difficult to predict, even
when the network topology is available. Indeed, even if the
Jacobian of the network dynamics at the original equilibrium
point (or the adjacency matrix of the network graph) is
available, the effect on the state vector of a step perturbation
at one of the nodes is due to the interplay of direct and
indirect feedback interactions, where only the former can
be deduced from the network “wiring”. As these direct and
indirect feedback effects are highly entangled, even assessing
the sign of the steady-state change of the ith species induced
by a step perturbation in the jth species is a challenging task
and the outcome often changes with the numerical entries
of the Jacobian. The problem is well-known in the context
of ecological networks, where it has been formulated and
investigated for more than 40 years [20], [21], [22].

The steady-state influence matrix (SSIM), i.e., the sensi-
tivity matrix describing the changes in the equilibrium state
vector induced by step-like perturbations of the state vari-
ables [16], is related to the inverse of the Jacobian matrix at
the equilibrium [10], [11], [12], [19]. Since the dynamics of
biological/ecological networks are poorly known, it is useful
to approach the problem from a gualitative (parameter-free)
perspective and determine the sign pattern of the SSIM,
regardless of the numerical values of the Jacobian entries;
early attempts to provide qualitative methods in the ecolog-
ical networks literature rely on the so-called loop analysis,
which expands the terms of the Jacobian determinant into
products of disjoint elementary circuits [20], [21].

In this paper, we discuss novel criteria, ranging from
qualitative to quantitative, to assess the sign of interactions
in biological and ecological networks. Section III deals with
criteria to determine when a given stable Jacobian J can
admit a SSIM M = sgn(—J~!) that is fully positive, or
is the gauge transformation [13] of a positive matrix (i.e.,
is similar to a positive matrix through a diagonal signature
matrix). As pointed out in Section III-A, the SSIM can be
computed in a purely qualitative way when the Jacobian is
a Metzler matrix, or a gauge transformation of a Metzler
matrix (hence, when the system is either cooperative, or
monotone); in particular, for cooperative systems, the SSIM
is fully nonnegative. When the system is not monotone, we
provide semi-qualitative conditions to identify sign patterns
of the Jacobian that admit a fully positive SSIM for some
numerical values (Section III-B). In Section III-C, we show
that Jacobians that are translated eventually nonnegative
matrices (matrices with some negative entries that however



“disappear” when taking powers) admit a positive SSIM:
we provide a quantitative condition, which requires the
knowledge of the numerical values of the Jacobian entries.
For Jacobian matrices affected by parametric uncertainty,
Section IV proposes an algorithm, which generalises that in
[16] and relies on the so-called BD(C-decomposition [6],
[7], [16], to check whether the entire polytope of Jacobian
matrices preserves the nominal sign pattern of the SSIM.
As shown in Section V, this algorithm can be applied to
quasi-Metzler Jacobian matrices (Metzler matrices perturbed
by a few negative off-diagonal entries) so as to assess
whether the SSIM remains fully positive even when cooper-
ativity is lost, provided that the deviation from cooperativity
is bounded. Whenever the SSIM is fully positive, we propose
a simple vertex algorithm (Section V-A) to robustly test the
initial assumption of stability of the considered equilibrium,
and guarantee stability of the whole polytope of matrices.
Section VI illustrates how the proposed criteria can be
effectively employed to gain a deeper insight into the steady-
state behaviour of ecological and biomolecular networks.

II. BACKGROUND CONCEPTS AND DEFINITIONS
A. Linear algebraic notations

Given the real square matrix A, G(A) denotes the digraph
with adjacency matrix A. The qualitative class Q[A] of all
matrices having the same sign pattern as A always contains
a signature matrix S = sgn(A), with entries in {0, —1,+1}.
Clearly, G(A), G(S) and G(F) VF € Q[A] have the same
topology, but possibly different numerical weights.

Matrix A is irreducible if there is no permutation matrix
P such that PT AP is block triangular; equivalently, G(A) is
strongly connected. If A is irreducible, any matrix F' € Q[A4]
is irreducible as well.

Given A, we denote A™ the nonnegative part of A (such
that A,j; = Aij if Aij >0, Aj; =0 if Aij < 0) and 121 the
following “lifting” of A to R2"*2" (see e.g. [8]):

A—{O Ar
T |-AT 0| -
Matrix A is fully indecomposable if there are no permutation
matrices P, P5 such that Py AP, is block triangular; equiv-
alently, for some permutation matrix P, PA is irreducible
and has nonzero diagonal entries [4, p. 56].

We denote by o(A) the spectrum of matrix A, by A* its
dominant eigenvalue \* = arg maxyc,(4) (), having the
largest real part, and by index)(A) the multiplicity of its
eigenvalue A as a root of the minimal polynomial (i.e., the
dimension of the largest Jordan block associated with ).

Matrix A is eventually nonnegative (eventually positive)
if 3 po € N such that, V p > pg, AP > 0 (resp. AP >
0) elementwise; equivalently, its spectral radius p(A) =
maxy,cq () |Ai| is a real, positive eigenvalue of A, called
Perron-Frobenius eigenvalue, and the associated left and right
eigenvectors are elementwise nonnegative (resp. positive).

Matrix A is eventually exponentially positive if 3ty € R
such that, ¥ ¢ > to, e > 0 elementwise; equivalently, its

spectral abscissa 7(A) = maxy,c,(a) B(\;) is a real eigen-
value of A and the corresponding left and right eigenvectors
are elementwise positive.

B. Monotone and cooperative systems

Consider the nonlinear dynamical system
o(t) = f(z(1)), (D

and denote by z(t) € R its solution at time ¢ with initial
condition z(0). Given a partial order for the axes of R”
represented by vector o = (o1,...,0,), with o; € {£1},
and the associated gauge matrix ¥ = diag(o) (as defined
in [13]), system (1) is monotone w. r. t. ¢ if, for all x1(0),
$2(0) such that ZIl(O) g ZI’Q(O), it is Exl(t) g EIQ(t)
Vvt > 0 [27], [28], [29]. The ordering is strict if, in addition,
strict inequality holds for at least one of the coordinates of
1, To. System (1) is strongly monotone w. 1. t. o if, for all
initial conditions x1(0), 22(0) such that Xz (0) < Xx5(0),
21(0) # 2(0), it is Xx1(t) < Bxa(t) Vi > 0. When
o; = +1 for all 4, the system is cooperative: system (1)
is cooperative if and only if its Jacobian J(x) = 0f(z)/0x
is Metzler (i.e., it has nonnegative off-diagonal entries); in
terms of S = sgn[J(z)],

Sij 20 i F J- 2

In view of the Kamke condition [27, Lemma 2.1], system
(1) is monotone w. r. t. ¢ if and only if ¥.J(z)% is Metzler
V z € R™. Equivalently, in terms of 5,

Vi,j=1,...,n

0084 = 0 i J. 3)

The conditions (2)-(3) admit a graph-theoretical reformula-
tion: system (1) is cooperative iff all the edges of G(.5) (ex-
cluding self-loops) are positive, and is monotone with respect
to some order iff all directed cycles of length > 1 in G(S5)
are positive. Monotonicity, combined with irreducibility of
J(x) at all x, implies strong monotonicity of system (1).

Vi,7=1,...,n

C. Step perturbations and steady-state influence matrix

Let system (1) represent the evolution of a biochemi-
cal (or ecological) system with n-species, where the ith
component of vector z(t) = [1(t)...z,(t)]T represents
the concentration (resp. population density) of species @
and the ith component of the continuously differentiable
vector function f(z(t)) = [fi(x(t))... fa(z(t))]T is the
corresponding overall reaction rate (resp. growth rate).

Assumption 1: System (1) admits an asymptotically stable

equilibrium point Z: f(Z) = 0. o
The entry [J];; of the system Jacobian matrix
0
81‘ r=I

expresses the direct effect of species j on the growth rate of
species i. Depending on the sign pattern S = sgn(J), each
species has a positive/negative direct influence, or no direct
influence, on each of the other species. This is visually rep-
resented in the associated graph G(S) by a positive/negative
edge, or no edge, between the two corresponding nodes.



Assumption 2: The diagonal entries of J are negative. ©
This is typically true in biological and ecological systems.

While J includes direct effects only, the net steady-state
influence, combining all direct and indirect feedback effects,
is given by the steady-state influence matrix (SSIM) M,
whose entry M;; predicts the signed steady-state response
of species ¢ to a positive step perturbation on species j: at
the new equilibrium, Z; will be higher if M;; > 0, lower
if M;; < 0 and unchanged if M;; = 0. To compute M,
following the approach in [16], we consider the system

f(x(t) + Eju(t), (5)
Hix(t), (6)

it) =
yit) =

where u is a scalar persistent input, F; is a column vector
with a single non-zero entry, equal to 1, in the jth position
and H; is a row vector with a single non-zero entry, equal to
1, in the sthe position (hence y is one of the state variables).

We assume that there exists an asymptotically stable equi-
librium point Z, corresponding to @, such that f(Z)+FEu = 0,
and that the perturbing input is small enough to ensure
that the stability of Z(u) is preserved. Then, based on the
implicit function theorem and on the system linearisation in
a neighbourhood of the equilibrium Z, as discussed in [16],
the influence M;; can be computed as the sign of

9y n;;(0)
ou d0) ’
where n;;(0) and d(0) are the numerator and the denom-
inator of the transfer function Fij(s) = n;;(s)/d(s) =
H;(sI—J)~'E; of the linearised system, computed at s = 0.

Asymptotic stability guarantees that d(0) = det(—J) > 0,
hence the influence is determined by the sign of n;;(0):

M;; = sgn[ni;(0)] = sgn (det [ ;{J _fj D . ®)

Equivalently, as discussed in the ecological literature [10],
[11], [12], [19], [20], [21], [22], the SSIM is

M = sgn[adj(—J)].

= Hy(—=J) " E; =

(7

Since det(—J) > 0, J is invertible and we can equivalently
consider the sign pattern of —J~1 [3], [26], [32]:

M = sgn[(~J)~" det(—J)] = sgn[(—J) "]

The steady-state influence M;; is qualitatively signed if
it always has the same sign (positive, negative, or zero), for
any choice of parameter values in the system [16]; otherwise,
it is indeterminate (it can have a different sign depending on
the chosen parameter values).

D. BDC-decomposition

System (1) admits a BDC-decomposition [6], [7], [16] if,
for any x in the domain, J(x) = 0f(z)/0x can be written
as the positive linear combination of rank-one matrices:

q q
J(z) = 3" RuDy(z) = > ByDy(2)C) = BD(2)C,
h=1 h=1
)

where Bj, and C}j are column and row vectors, respectively,
so that Ry, = [B,,C)] ] are constant rank-one matrices, while
Dy(x), h=1,...,q, are positive scalar functions depending
on z; D(z) is a diagonal matrix with positive diagonal entries
Dy (x), B is the matrix formed by the columns B, and C
is the matrix formed by the rows ChT .

The class of systems that admit a BDC-decomposition
includes, as a particular case, systems with a sign-definite
Jacobian. For all systems admitting a B DC-decomposition,
M;; can be evaluated based on a qualitative vertex algorithm
[16] that yields “41” if the influence is always positive
regardless of the parameters (i.e., for any choice of D}, > 0),
“—1” if it is always negative, “0” if its always zero, and “7”
if the behaviour is parameter-dependent.

III. POSITIVE STEADY-STATE INFLUENCE MATRICES

Can a system admit a SSIM that is positive, or is the gauge
transformation of a positive matrix?

A. Qualitative criteria

The SSIM is elementwise nonnegative for all cooperative
systems, whose Jacobian is Metzler, and is elementwise
positive if, in addition, the Metzler Jacobian is irreducible.

The following theorems are suitable reformulations, in a
novel context, of results already available in the literature.

Theorem 1: (See [14], [16]) If the Jacobian matrix (4)
associated with system (1) is stable and Metzler, then M;; €
{0,+1} for all 4,5 € {1,...,n}. If the Jacobian is also
irreducible, then M;; = +1 for all 4, j € {1,...,n}. |
The result in Theorem 1 admits a graph-based reformulation.

Theorem 2: Given S Metzler with S;; < 0 for all ¢, any
stable J € Q[S] has SSIM M such that M;; € {0,+1} for
all 4,5 € {1,...,n}. If G(S) is also strongly connected, then
M;; =+1foralli,je{l,...,n} O
The converse is not true: as shown in [16], some systems
can yield a fully positive SSIM, even though their Jacobian
matrix is not Metzler. The results are qualitative: they do not
require information about parameter values.

Since the Jacobian of any monotone system becomes
Metzler after a gauge transformation, Theorems 1 and 2 can
be generalised to monotone systems [27], [28], [29].

Theorem 3: If system (1) is monotone and, given a gauge
transformation >, matrix >.JY is stable and Metzler, then
M = SMY, where M;; € {0,+1} forall i,j € {1,...,n}.
If the Jacobian is also irreducible (i.e., the system is strongly
monotone), then M” =+1foralli,j€{l,...,n} |

Theorem 4: Given S such that 25 is Metzler for a gauge
transformation ¥ and S;; < 0 for all 4, any stable J €
Q[S] has SSIM M = SMY, where M;; € {0,+1} for
all 4,5 € {1,...,n}. If G(9) is also strongly connected (i.e.,
the system is strongly monotone), then Mij = +1 for all
i,j€{1,...,n}. ]

B. Semi-qualitative criteria

If the system is not monotone, purely qualitative con-
ditions cannot be provided. To assess whether a Jacobian
matrix J € Q[S] can yield a positive SSIM for some choice



of the parameter values, we give semi-qualitative graph-
based conditions that rely on the sign pattern of G(S) only.
We build on the following result from [15].

Theorem 5: [15] Given a fully indecomposable signature
matrix S, the following are equivalent:

1) there exists a matrix F' € Q[S] such that F~! > 0;

.4 0 . .
2) matrix S = [_ gT 0} is irreducible;
3) S cannot be expressed in the form P; S Si2 Py,
Sa1 Sa2

where S71 need not be square, P, and P, are permu-

tation matrices, S12 > 0 and S5; < 0, with at least

one of these two blocks being nonvoid. (]

Then, we can show that the qualitative class Q[S] contains

a Jacobian with a positive SSIM if the subgraph G(ST),

obtained by removing the negative edges from G(S), forms

a network-wide strongly connected component, which can
be seen as a strongly connected cooperative backbone.

Theorem 6: Given an irreducible matrix S, with S;; = —1
Vi=1,...,n, if matrix ST is irreducible, then there exists
a matrix J € Q[S] such that —J~! > 0. O

Proof: Matrix —S is irreducible and —S;; > 0 V 4,
hence —.S is fully indecomposable. Consider then its lifting

. 0o -S|
Sneg = |:ST 0 :| .

Since by construction the upper right block of S'neg has all
nonzero diagonal entries, in the bipartite graph Q(S’neg) there
exists a direct edge from each node n+ i to node i, with ¢ €
{1,...,n}. If S is irreducible, then (ST)7 is irreducible as
well and there exists a path in Q(S’mg) between each pair of
nodes j and n+i, with 4, j € {1,...,n}. Hence, for any pair
1,7 € {1,...,n}, there exists a path n+j — j — n+1i — 1,
which means that the graph Q(S'neg) is strongly connected,
thus S’neg is irreducible. Therefore, in view of Theorem 5,
for some F' € Q[—S] it must be F~1 > 0. If we choose
J=—F, then J€Q[S]and —J ! =F~! > 0. [

The converse is not true, as the following example shows.
Example 1: Consider the irreducible signature matrix

-1 -1 -1 1
-1 -1 1 -1
-1 1 -1 -1

1 0 -1 -1

The corresponding S™ is clearly reducible, but the corre-
sponding matrix S is irreducible. Therefore, although Theo-
rem 5 still holds, Theorem 6 cannot be applied. o
Theorem 6 can be extended to systems that have a strongly
monotone backbone, i.c., such that G((5%)T) is strongly
connected, where X is a gauge transformation matrix.
Theorem 7: For any irreducible matrix S with S;; = —1
Vi € {1,...,n}, if a gauge transformation ¥ exists such
that matrix (XSX)" is irreducible, then a matrix J € Q[S]
exists such that —(3JX)~! = 3(-J1)Z > 0. O

C. Quantitative criteria

Other matrices J that yield a positive SSIM M, but are
not associated with cooperative systems, can be found based
on a quantitative approach: this is the case of eventually
nonnegative matrices [23], [24] with a proper diagonal shift.

Given an irreducible and eventually nonnegative matrix
F, there exists an interval (p(F'), 8) of the real line, where
p(F) is the spectral radius of F, such that for all a €
(p(F), B), matrix J = F — al is stable and such that
(—=J)~! > 0, implying that M > 0. In J = F — al, the
diagonal term af plays the same role as the diagonal of a
Metzler matrix: it guarantees Hurwitz stability of .J, which
in turn ensures that det(—.J) > 0. Since a > p(F), stability
holds regardless of the values on the diagonal of F'.

The following result is adapted from [18, Theorem 4.2].

Theorem 8: Consider J = F — o, where F' € R"*" is
irreducible and eventually nonnegative, with indexo(F') < 1.
Then, 3 8 > p(F) such thatV o € (p(F), 8), —J = al—F
has a positive inverse. ]
Then, if 3 « such that J+al = F is eventually nonnegative
and satisfies Theorem 8, we have (—J)~! > 0, hence the
SSIM M derived from J is elementwise positive. Note that
the converse of Theorem 8 is not true.

Remark 1: The condition indexo(F) < 1 is generically
verified if F' is irreducible: when the coefficients of F' are
drawn randomly, all eigenvalues (including 0) are simple. ¢

Other, similar, cases are described in [25]. For instance, if
we consider the closely related class of eventually positive
matrices, then we can obtain qualitative conditions on the
sign pattern that forbid a certain qualitative class of matrices
to have a representative that is eventually positive. A first
necessary condition for a qualitative class Q[S] to contain
an eventually positive matrix is that S is irreducible [5];
another is given by the following theorem.

Theorem 9: ([S], Thm. 5.2) Consider an irreducible sig-
nature matrix S. If S has the block sign pattern

Sll 512
321 522

with S7; and Sgo square matrices and S15 = ng, -85 =
(—S51)™, then no F' € Q[S] can be eventually positive. [J

The following result, adapted from [23, Theorem 2.2], [1,
Lemma 2], links eventual positivity with eventual exponen-
tial positivity and clarifies the role of o in J = F — al.

Theorem 10: A matrix A € R™*™ is eventually exponen-
tially positive if and only if A+« is eventually positive for
some « > 0. O

Remark 2: (A graph-theoretical interpretation of Theo-
rem 8.) If F' is the adjacency matrix of a (weighted) directed
graph (Fj; # 0 if an edge connects nodes 7 and j, F;; = 0
otherwise), then FZ; is equal to the (weighted) number of
paths of length k that connect nodes i and j. Let F be
eventually positive and F;; = 0 (self-loops are not relevant).
Then

Fini Fnyhy oo Fry_yj



is the sum of all possible (weighted) edge products that
correspond to paths of length & in the graph. Hence, when
F' is eventually positive, the sum of all possible paths of
length k becomes positive for large k. In the expression of
the exponential matrix of J = F' — a, therefore,

& kik
Ft —alt

k! ’
k=0

6(Ffal)t — 6Ftefodt —

where e~ ®!* is a diagonal matrix with positive diagonal

entries; in the infinite sum, the terms with powers F* give a
positive contribution for & > k,, since the sum of all possible
paths of length k& > k, is positive in the graph. o

IV. ROBUST INFLUENCE MATRIX COMPUTATION

Following the approach in [16], we consider system
@(t) = f(x(t)) + Eu(t), y(t) = Hx(t),

where x € R", f(-) is continuously differentiable, u € R is
an input, y € R is an output, and we assume that there exists
an asymptotically stable equilibrium point Z. Then, both
the state asymptotic value Z(u) and the output asymptotic
value §(u) = HZ are functions of w. The steady-state
input-output influence [16] is the ensuing variation of the
steady state of the system output y, upon a variation in the
input u (a relevant variable or parameter). We assume that
the considered input perturbation is small enough to ensure
that the stability of Z(u) is preserved. Different variables
of interest for the system may respond with a steady-state
variation that has the same sign as the input variation,
the opposite sign, or is zero. The steady-state input-output
influence is qualitatively signed if it always has the same
sign (positive, negative, or zero), regardless of the choice
of parameter values. As shown in [16], denoting by J the
Jacobian matrix, the steady-state input-output influence can
be expressed based on the implicit function theorem as

(10)

det {_J n E}
9 Lo e o] auEm
o0 - 0D P= Gy T aan 0 P

where det(—J) > 0, in view of stability. Entry M;; of the
SSIM can be computed by evaluating the sign of n(J, E, H)
in (11) when F = E; and H = H; have a single non-zero
entry (the jthe and the ith, respectively) equal to 1.

To evaluate the qualitative input-output influence, [16]
proposes a vertex algorithm, applicable to any system that
admits a BDC-decomposition, to assess if increasing the
input always results in an increase in the output steady-state
value, if it always results in a decrease, if the steady-state
output is unchanged, regardless of the choice of parameter
values, or if the behaviour is parameter-dependent. Along
the same lines, we can apply a vertex algorithm to uncertain
Jacobian matrices admitting a BD(C-decomposition J =
BDC, where D > 0 is a diagonal matrix whose diagonal
entries lie within known intervals, D;; € [D;;, D};]. This
more general setup includes, as a particular case, uncertain
Jacobians where each entry belongs to a known (possibly

bounded) interval, J;; € [Ji;,J:;]: for instance, if the

nominal value J; of the (i,j) entry is affected by an
uncertainty of amplitude 5ij’ Jij € [J;; — (sijv J;; + (Sz]]
Given J = BDC, with D > 0 diagonal, the vertex
algorithm relies on multiaffinity of n(J, F, H) with respect
to the diagonal entries of D, as per the following result.
Theorem 11: Denote by J*) = BDW(C, v =1,...,2",
the matrices corresponding to all possible choices of the
diagonal matrix D with D;; € {D;,D; }. Then, for all
matrices JJ = BDC with D = 0 and D;; € (D;;, D),
() n(J,E,H) =0 iff n(J®), E, H) = 0 for all v;
Gi) n(J,E,H) > 0 iff n(J® E H) > 0 for all v and
n(JW), B, H) > 0 for some v;
n(J,E,H) < 0 iff n(J®), E,H) < 0 for all v and
n(JW), B, H) < 0 for some v. O
Proof: Necessity is immediate in view of continuity.
Sufficiency relies on the multiaffinity of n(J, E, H) with
respect to the entries of J. A multiaffine function defined on a
hypercube reaches its minimum and maximum on a vertex of
the hypercube [2, Lemma 14.5.5]. We provide a sufficiency
proof for claim (ii) (the other cases are similar). Being the
function multiaffine, it must be n(BDC, E,H) > 0 in the
whole hypercube. Assume by contradiction that there is an
internal point of the hypercube with n(BDC, E, H) = 0.
Then, for variations along the direction Dy; < Dy < D1+19
the restricted function is linear and nonnegative: if it is
zero at one point, it must be zero at both the extrema,
n(BD,C, E,H) = n(BD{,C,E,H) = 0. If we fix
Dy =D, (D= D(J“1 yand D1y = D7 (D = D(_l)), in both
cases we can repeat the same argument along the direction
of all the other diagonal entries of D, to conclude that it
must be n(BDC, E,H) = 0 for all the vertices. However,
this contradicts the assumption that n(BD™C, E, H) > 0
for some v. Hence, it must be n(BDC, E, H) > 0 for all
internal points of the hypercube. ]

(iii)

Theorem 11 of course particularises to the case of interval
Jacobian matrices, whose entries are bounded within given
intervals J;; € [J;7, J;5].

In the worst case, when all the entries are uncertain,
the number of Jacobian matrices to be tested is 2”2, but
it reduces to 27 if just ¢ of the entries are uncertain.
The computational effort is paid back by a very strong
knowledge: if the test provides a qualitative answer for an
entry of M, then the steady-state response has the same sign

for all possible Jacobians J in the uncertainty polytope.

V. INFLUENCE MATRIX OF QUASI-METZLER JACOBIANS
AND ROBUST STABILITY RESULTS

As previously highlighted, there can be non-Metzler Jaco-
bians that yield a fully positive SSIM. We consider quasi-
Metzler Jacobian matrices, namely, Metzler matrices per-
turbed by few negative off-diagonal entries. For the sake
of generality, we describe a quasi-Metzler matrix using the

BDC-decomposition as
J=Jy+ BDC € R"™", (12)

where Jj is Metzler and BDC' accounts for g possibly nega-
tive off-diagonal entries of .J (identified by the corresponding



column of B € R" 7 and row of C € R7%™), bounded in

magnitude because the diagonal entries of D € R?*9 lie

within given intervals. Denote by .J;; the entries of J that

can be negative for some choice of D and assume |jij| <e.
Example 2: Matrix J = Jy + BDC, with

-1 0

—1 0 1
Jo=] 0 —2 3|.B=]| o0 —1,0:[? (1) 8]
4 1 -6 0 0
and D = diage;, 2], is a quasi-Metzler matrix, with
|J12| < e and |Jo1| < € for € = max{eq,e2}. o

The parameter € quantifies the maximum deviation from
cooperativity: if € = 0, the Jacobian J yields a SSIM that
is fully nonnegative (positive if J is irreducible). How much
shall we perturb Jy in order to alter the sign of its SSIM?

We can look for the maximum value €* of £ such that,
when ¢ < &*, all entries of (—J)_1 are positive for any
choice of the entries \jij| < g, and observe which entries of
(—J)~! are the first to become negative when & > £*.

To this aim, we can apply the algorithm for the robust
computation of the SSIM presented in Section IV, and check
if the sign pattern of the SSIM obtained for the Metzler
Jacobian Jy is preserved for all perturbed quasi-Metzler
Jacobians J = Jy + BDC with J;; € [—¢,¢].

A. A vertex algorithm for checking robust stability

Throughout the paper, we have assumed stability of the
equilibrium, to assess the system steady-state behaviour. For
any polytope P of Jacobians such that all J € P yield a fully
positive SSIM M = adj(—J), we can provide a simple vertex
algorithm that actually checks if the stability assumption is
robustly verified for all the Jacobians in P.

First, we give the following preliminary results.

Proposition 1: Given the Hurwitz matrix J, assume M =
(—=J)~! > 0. Then, J has a real dominant eigenvalue. [

Proof: Since M is a positive matrix, it has a positive real
dominant eigenvalue \*. If A € o(M), then -\~ € o(J).
In view of Hurwitz stability, J has just eigenvalues with
negative real part. Therefore, the dominant eigenvalue of J
is (—A\*)~1, hence it is real (and negative). [

Remark 3: In general, requiring Hurwitz stability of J
limits the spectrum of its SSIM M = (—J)~!, which must
have positive-real-part eigenvalues only. Indeed, if \; were
an eigenvalue of M with nonpositive real part, then —\; !
would be an eigenvalue of J with nonnegative real part, and
this would contradict the Hurwitz stability assumption.

Proposition 2: Given the matrix polytope

P= {J=BDCeR":D =diag[Di1...Dyy] > 0

with D;; € [D;;, Di{]}, (13)

assume that matrix Jy = BDyC € P is Hurwitz stable and
that all the matrices in P have a real dominant eigenvalue.
Then, robust Hurwitz stability of P (namely, stability of all
J € P) is equivalent to robust non-singularity of P (namely,
nonsingularity of all J € P). |

Proof: If some J € P is singular, then P is not
robustly Hurwitz stable. Since the eigenvalues of a matrix are

continuous functions of the matrix entries, if we continuously
alter the entries of the stable matrix Jy in order to obtain any
other matrix J € P, the only possible transition to instability
is due to the real dominant eigenvalue of Jy crossing the
imaginary axis and changing sign from negative to positive.
Hence, if J; is Hurwitz stable and all matrices J € P are
nonsingular, any J € P is Hurwitz stable as well. ]

In view of Propositions 1 and 2, and of continuity argu-
ments analogous to those adopted in the proof of Proposi-
tion 2, we can state the following robust stability result.

Theorem 12: Given the matrix polytope P as in (13),
assume that adj(—J) > 0 for all J = BDC € P and that
Jo = BDyC € P is Hurwitz stable. Then, robust Hurwitz
stability of P is equivalent to robust non-singularity of P.

Remark 4: For a polytope of matrices admitting a BDC-
decomposition J = BDC, where D > 0 is a diagonal matrix
and D;; < D;; < D;g , robust non-singularity is equivalent to
robust non-singularity of all the vertices obtained by picking
D, € {D;,D;’; }, hence it can be checked by means of a
simple vertex algorithm. o

The above results hold for any Jacobian matrix that
admits a BDC-decomposition, hence in particular for signed
Jacobians whose entries are bounded within given intervals,
Jij € [Ji;, J;;- ]. Again, for a polytope of interval matrices
J, with entries Ji; < Ji < J;;- , robust non-singularity is
equivalent to robust non-singularity of all the vertices, and
can be simply checked by means of a vertex algorithm.

We have therefore shown that, for all matrices that admit a
BDC-decomposition and yield a positive influence matrix, a
simple vertex algorithm can be employed to robustly check
the stability assumption in the presence of uncertainties.

VI. EXAMPLES

We demonstrate in this section how the proposed results
can give more insight into real models of ecological and
biomolecular networks.

Example 3: The ecological network describing a
plankton-bacteria-protozoa community that is presented
in [31], [10] has a Jacobian matrix with nominal value [31]

-1 06 0 0 0
-06 -1 06 0.1 0

J=1| 06 —-06 -1 —-05 0.2], (14)
0 0 05 —1 -02
0 0o 0 02 -1

associated with the interaction graph G(J) shown in
Fig. 1(a). The corresponding SSIM is

1 11 -1 1
-1 1 1 -1 1
M=|1 -1 1 -1 1 (15)
1 -1 1 1 -1
1 -1 1 1 1

If matrix (14) is uncertain, the vertex algorithm described
in the previous section (see Theorem 11) allows us to certify
that the sign pattern in (15) is preserved, no matter how
the Jacobian entries vary within bounded intervals J;; €

[Jij — 8ijy Jij + 6iz), with 011 = 29 = 0.15, d12 = 21 =
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023 = 024 = 031 = 035 = 043 = 044 = 055 = 0.1, 032 =
533 = (534 = (545 = (554 = 0.01.

The SSIM (15) is not fully positive. However, if we
consider the sign pattern S = sgn(J), the graph G(ST) is
strongly connected, as can be seen from Fig. 1(a). Hence,
in view of Theorem 6, some other choice of the parameters
(with the same sign pattern) must yield a fully positive SSIM.

For instance, we can choose

0.6 0.6 0 0 0
—0.6 —0.6 0.6 1 0

Jpos = 1 —-08 —0.6 —-06 1, 16
0 0 06 —06 -1
0 0 0 06 —06

for which JpolS > 0 elementwise. To show robustness of

this parameter choice, the vertex algorithm certifies that the
SSIM remains fully positive, no matter how the entries d;
vary within the intervals with 634 = 044 = 054 = 955 = 0.05,
521 = 522 = 623 = 524 = 004, (511 = 003, 512 = 531 =
635 = 002, 532 = 533 = 643 = 545 = 0.01. These intervals
are fairly small because we want to guarantee positivity
simultaneously for all variations; typically, just some of the
parameters are uncertain.

Interestingly, matrix Jp,s in (16) is eventually exponen-
tially positive. Hence, in view of Theorem 10, there exists
a > 0 such that J,,, = F — al, with I’ eventually
positive. Indeed, for a@ = 2, F' = J,,,s + ol is eventually
positive, irreducible and indexo(F') < 1, with p(F') ~ 1.91.
Theorem 8 guarantees the existence of 8 > p(F') such that
Va € (p(F), B), al — F has a positive inverse: in this case,
B = 2.05. Clearly, a = 2 € (1.91, 2.05) = (p(F), B). o

Example 4: The ecological network describing the shal-
low lake community in [17] has a Jacobian with sign pattern

-1 -1 1 1 0 0

1 -1 0 -1 0 0

-1 0 -1 0 0 1
=10 0 -1 -1 -1 1| 17

0 -1 0 -1 -1 0

0 0 -1 -1 0 -1
corresponding to the interaction graph G(S5)
shown in Fig. 1(b). The gauge transformation

> = diag [—1 11 -1 1 —1] leads to the new
sign pattern S’ = 3S%, which satisfies the assumptions of
Theorem 6: if we consider only the positive edges of the
associated graph G(S’), shown in Fig. 1(c), the resulting

graph G(S'") is strongly connected. Hence, there must be
a fully positive SSIM corresponding to some choice of the
parameters having the sign pattern S’. Indeed, the choice

—0.6 06 —0.6 0.6 0 0
—-0.6 —-0.6 0 0.6 0 0
r 0.6 0 -0.6 0 0 —-0.6
Jos=| "0 0 06 -1 06 1| ¥
0 0.7 0 06 -1 0
0 0 1 —-0.6 0 -0.8
yields —(J),,) "' > 0 elementwise.

The sign pattern of the SSIM for the original graph can be
achieved from the all-ones matrix O by applying the same
gauge transformation X: M = XOX.

Note that Jz’ws in (18) is eventually exponentially positive.
Therefore, in view of Theorem 10, there exists a > 0 such
that J),,; = F' — al, with I’ eventually positive. Indeed, for
a =15, F = J,,  + ol is eventually positive, irreducible
and indexo(F') < 1, with p(F') ~ 1.47. Theorem 8 thus en-
sures that there exists 8 > p(F') such that V o € (p(F'), B),
ol — F has a positive inverse: in this case, 8 ~ 1.52. Clearly
a = 1.5 belongs to the interval (p(F), /). o

Example 5: (The presence of titration confers robust-
ness to the steady-state response.) An inhibited module
and an activated module are suitably interconnected in the
synthetic biomolecular circuits proposed in [9], so as to
induce by design oscillatory and bistable behaviours in
minimal network models with monomeric regulators.

After a sign change to the third variable, the Jacobian .J(*)
of the system describing the inhibited module has the form

—(a+b) d e
a—c —(c+d+h) k , (19)
b h —(e+f+k)

where (consistently with the reasonable parameter values for
the system that are given in [9]) we can choose as nominal
values a =4-1073,6=3-1073,6=2-1073,d = 3-1072,
€=6-10"3 f=1-1073,k=4-10"3and h = 3-1073.
Parameters h and k represent the effect of titration reactions.

Matrix JU) is quasi-Metzler, since J)(2,1) can be
negative if a < c¢. Whenever a > ¢, the SSIM (—J())~!
is fully positive. The Jacobian is not a signed matrix, but it
admits a BDC-decomposition. Hence, based on the results
in Section V, we can apply the vertex algorithm described
in Section IV and discover that positivity of the SSIM is



preserved no matter how all the parameter values vary within
the intervals p € [p £ 1.2 - 1073], where p stands for any of
the parameters and p for the corresponding nominal value.

Our analysis highlights the robustness effect (in terms of
preserving the steady-state behaviour after step-like pertur-
bations) conferred by the presence of titration. Indeed, if
k = h = 0 (no titration), tightest intervals [p + 1 - 1073]
(for which the Jacobian is actually Metzler) are necessary
to make sure that the SSIM is positive within the whole
matrix polytope. Conversely, the presence of titration allows
the SSIM to remain positive even when J() is not Metzler.

The system describing the activated module, after a sign
change in the second variable, has a Jacobian J (A) of the
same form (19), where now reasonable nominal values [9]
area=3-107%,06=80-10"%¢=2-10"3,d=3-10"2,
€=6-10"3 f=1-1073,k=4-10"3and h = 3-1073.
Also in this case, h and k represent the effect of titration.

For the quasi-Metzler matrix J(4), the SSIM (—J(4))~1
is fully positive when a > c. If, in view of the results
in Section V, we apply the vertex algorithm described in
Section IV, we discover that positivity of the SSIM is
preserved no matter how all the parameter values vary within
the intervals [p 42 -1073].

The robustness effect due to the presence of titration is
even more evident for the activated module. Indeed, if k£ =
h = 0 (no titration), a very tight interval [p£0.5-1073] (tight
enough to guarantee that any Jacobian in the polytope is
Metzler) is necessary to make sure that the SSIM is positive
within the whole matrix polytope. The presence of titration
reactions, instead, allows the SSIM to remain positive even
when J(4) is not Metzler. o

VII. CONCLUSIONS

We have proposed criteria to evaluate the sign pattern of
the steady-state influence matrix SSIM, which gathers the
steady-state responses to step-like perturbations affecting the
variables, in stable biological and ecological systems. We
have provided criteria to assess when the SSIM is fully pos-
itive, and vertex algorithms that allow to robustly compute
the SSIM in the presence of parametric uncertainties. For
systems whose SSIM is fully positive, we have also given a
vertex algorithm to robustly test the stability assumption.
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