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Abstract— A novel approach to the problem of inverse
kinematics for redundant manipulators has been recently intro-
duced: by considering the joints as point masses in a fictitious
gravity field, and by adding proper constraints to take into
account the length of the links, the kinematic inversion may be
cast as a convex programming problem. Such a problem can
be solved in an efficient way and may be easily modified to
include constraints due to obstacles. Here we present further
developments of the idea. In particular, for the case of planar
robots, we show (i) how to impose hard constraints on the
joint angles while preserving the convexity of the problem, and
(ii) how to add constraints due to objects (for instance, a load
carried by the robot) that are rigidly attached to some part of
the robot.

I. INTRODUCTION

As is well-known, for robotic manipulators, the inverse
kinematics problem consists in finding a joint configuration
that corresponds to a given position and/or orientation of the
end–effector. The problem arises because, usually, the task
to be performed by the robot is expressed in the operational
space (Cartesian space), while the robot is controlled in
the configuration space (joint space). Solving the inverse
kinematics problem allows the application to manipulators
of planning and navigation techniques available for the
configuration space (see for instance [1], [2], [3] and [4]).
In [5], a novel global (i.e. not relying on the Jacobian),
optimization–based, method for kinematic inversion has been
proposed. Basically, the configurations of the robot corre-
spond to those of a rope subject to gravity, of which one
of the extrema (representing the end-effector) is moved. In
particular, the joints are considered as point masses subject to
fictitious gravity forces. Hence a minimum energy problem
is formulated, where suitable constraints take into account
the length of the links. Instead of the more usual joint
angles, in the mentioned formulation, the decision variables
are the Cartesian coordinates of each of the joints. The
objective function of the optimization problem is the total
potential energy of the system of masses. The major benefit
of the proposed approach is that it leads (thanks to a proper
relaxation) to a convex programming problem, which can be
efficiently solved by means of well–known tools (see [6]).

Here, for planar robots, we present two developments of
the approach described above:
(i) we show how to impose hard constraints on the joint

angles while preserving the convexity, even for non
zero-symmetrical angular ranges;
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(ii) we show how to impose hard constraints on parts of the
robots other than the links or on objects rigidly attached
to the robot, while preserving the convexity.

Both of the above developments have practical relevance.
In the case of redundant robots, infinite configurations lead,
generally, to the desired position and orientation of the end–
effector. However, since mechanical joint limits are always
present, the problem arises to choose a configuration that is
compliant with the constraints. In the context of Jacobian–
based methods [7], the problem may be faced by minimizing,
in the null–space of the Jacobian matrix, a suitable scalar
objective function, which is often of the form (q− q̄)>W (q−
q̄). The idea is that of keeping the joint variables as close as
possible to the center q̄ of their admissible range. The method
(see for instance [8] and the survey [9]) is iterative and
local by nature and, depending on the initial configuration,
may fail to provide a solution that is compliant with the
constraints even if it exists. Other objective functions may be
used for enforcing satisfaction of constraints of type (ii), for
instance for obstacle avoidance purposes [10], but suffering
from the same limitations described above. Unlike local
methods, global methods explore the configuration space and
try to find a minimizer for the position and/or orientation
error with respect to the prescribed one (see for instance
[11], [12] and the more recent [13], [14]). Mechanical joint
limits and constraints of type (ii) may be included in the
resulting nonlinear programming problem, in the form of
constraints on the decision variables. However, due to the
highly nonlinear relationship between joint space variables
and operational space variables, solving it requires heuristics
in order not to get stuck in local minima and, generally, the
computational burden is high.

II. INVERSE KINEMATICS AS A CONVEX PROGRAMMING
PROBLEM

We briefly remind the formulation of the problem, as
presented in [5]. Consider a redundant planar manipulator as
in Fig. 1, composed of several links connected by revolute
joints (also called nodes in the following). Let the position
of the end–effector (xE ,yE) = (x4,y4) be assigned, as well as
the link lengths ri. The inverse kinematics problem consists
in determining suitable angles qi which assure the desired
position. In order to formulate the inverse kinematics as a
convex optimization problem, it is convenient to describe
the configuration of the robot by the n–tuple (xi,yi), i =
1, . . . ,n, instead of the more common qi, i = 1, . . . ,n. In the
following, a configuration (xi,yi), i = 1, . . . ,n, that is com-
patible with the robot kinematics will be called admissible;
a configuration that is compatible with the constraints of
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Fig. 1: The inverse kinematics problem.
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Fig. 2: The catenary kinematics problem.

the optimization problem (but not necessarily with the robot
kinematics) will be called feasible. Now let us introduce a
“unit gravity force” FG = (cos(θ),sin(θ)), as in Fig. 2, that
affects unitary fictitious masses placed at the joints. Such
a force can be arbitrarily (i.e., not necessarily vertically)
directed.

Denoting by (xi,yi) the joint positions, and taking into
account the gravity, the following optimization problem
arises:

min
xi,yi

n

∑
i=1

[cos(θ)xi + sin(θ)yi]

s.t (xi− xi−1)
2 +(yi− yi−1)

2 = r2
i , i = 1, . . . ,n

(xn,yn) assigned

where θ is a fixed parameter, representing the gravity direc-
tion, and we aim at minimizing potential energy. The above
problem is not convex, but it can be convexified by replacing
the equality constraints with inequality constraints:

min
xi,yi

n

∑
i=1

[cos(θ)xi + sin(θ)yi] (1)

s.t (xi− xi−1)
2 +(yi− yi−1)

2 ≤ r2
i , i = 1, . . . ,n (2)

(xn,yn) assigned (3)

This formulation physically corresponds to the case of
unitary masses subject to gravity and connected not by
rigid arms, but by strings which can be not completely
stretched. While the problem with equality constraints is
strictly equivalent to the inverse kinematics problem, the
“relaxed” problem is not: a solution of (1)–(3) corresponds
to an admissible configuration if and only if the inequality
constraints are active, namely satisfied as equalities, at the
optimum.

The optimization problem (1)–(3) has a simple formula-
tion, convex obstacles and boundaries can be easily consid-
ered without affecting convexity and, despite redundancy, the
solution is unique (as suggested by the masses-and-strings
analogy). The degrees of freedom can be fruitfully exploited
in the actuation by choosing the fictitious gravity force FG,
which can be arbitrarily oriented in order to shape the robot
chain and cope with environmental constraints: different
orientations of FG produce different configurations with the
same end–effector position. Of course, due to the relaxation,
it is not assured that, for a given end–effector position,
the optimization problem provides an admissible solution
(i.e. compatible with the robot kinematics). This potential
drawback is analyzed in the detail in [5], where a node-
specific gravity field is employed to avoid non admissible
solutions.

By posing pi = [xi,yi]
>, and p = [p>1 , . . . , p>n ]

>, the prob-
lem may be written in the following more general form:

min FG
>p (4)

s.t. ||pi− pi−1|| ≤ ri, i = 1,2, . . . ,n (5)
pn assigned (6)
g>p≤ h (7)
l>p = k (8)

for properly chosen FG ∈R2n, g∈Rm×2n, h∈Rm, l ∈Rs×2n,
k ∈ Rs and where the equalities and inequalities involving
vectors have to be intended component–wise. Here, m is
the number of inequality constraints and s the number of
equality constraints. Inequality constraints (7) are due to the
environment (ceiling, floor, walls) and may be global (i.e.,
acting on all nodes) or local (i.e., acting on a subset of
nodes). Equality constraints (8) may for instance take into
account the attitude of the end–effector. Needless to say,
getting the joint angles qi from an admissible solution of
problem (4)-(8) is a matter of straightforward trigonometric
calculations.

III. DEALING WITH ANGULAR CONSTRAINTS

In practical situations, joint angles are subject to con-
straints, due for instance to mechanical reasons. Suppose that
a joint angle qi is such that

q−i ≤ qi ≤ q+i , q−i =−q+i . (9)

We will refer to this situation as zero-symmetric admissible
range. The constraint (9) can be included in the optimization
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problem by observing that any constraint of the form:

F(M1 p1 +M2 p2 + · · ·+Mn pn)≤ γ, (10)

where F : R2→ R is convex, γ is a constant coefficient and
M1,M2, . . . ,Mn are constant 2×2 matrices, will preserve the
convexity of the problem.

Consider Fig. 3, representing two subsequent links i and
i+1, of length ri and ri+1, and suppose that q−i = −α and
q+i = α . We denote by O the point lying on the bisector of
the angular range, and whose distance from pi is ri+1. It is
easy to see that, by construction, the constraints (9) will be
satisfied if and only if the distance from pi+1 to the point
O is less or equal to the length OC of segment OC. As a
consequence, the constraint may be expressed as:∥∥∥∥pi+1−

[
pi +(pi− pi−1)

ri+1

ri

]∥∥∥∥≤ 2ri+1 sin
α

2
. (11)

Clearly, inequality (11) is of type (10), hence it can be added
to the optimization problem while preserving its convexity.
The case of non zero-symmetric admissible range, in which

q−i ≤ qi ≤ q+i , q−i 6=−q+i , (12)

may be treated in a similar way. First we denote by α the
angle such that 2α = q+i −q−i . Then we observe that the point
O, that lies on the bisector of the admissible angular range,
can still be expressed as a linear combination of decision
variables, by taking a proper rotation matrix Ωφ . Referring
to Fig. 4, the point O may be obtained by adding to pi the
vector (pi− pi−1)

ri+1
ri

rotated by an angle φ . By defining

Ωφ =

[
cosφ −sinφ

sinφ cosφ

]
,

the constraint for non zero–symmetric angular range may
thus be expressed as:∥∥∥∥pi+1−

[
pi +Ωφ (pi− pi−1)

ri+1

ri

]∥∥∥∥≤ 2ri+1 sin
α

2
. (13)

Note that φ depends only on the structure of the robot (i.e.
the length of the links and the admissible angular range) and
not on the particular configuration. Hence Ωφ is constant,
rendering the constraints of type (10) and thus preserving
the convexity of the problem.

IV. RIGID TRANSFORMATIONS CONSTRAINTS

Consider a point v whose position with respect to link
i+ 1 is fixed. The point v may belong to the robot itself
or to an object (for instance a load that is being carried by
the robot) rigidly connected to the link. The point may be
expressed as a linear combination of the components of pi
and pi+1, having the same coefficients independent of the
actual configuration of the robot. For instance, referring to
Fig. 5, point v may be expressed as

v = pi +λΩφ (pi+1− pi)

where λ is the (constant) ratio between ||v− pi|| and ri+1.
Being v a convex function of pi and pi+1, inequality con-
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Fig. 3: The case of zero–symmetric admissible angular range. The dashed
lines AB and AC delimit the admissible angular range.

�

�
��

�
��

�


�

��
�

�

�

�
�

�


� �

Fig. 4: The case of non zero–symmetric admissible angular range. The
dashed lines AB and AC delimit the admissible angular range.
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Fig. 5: A point v rigidly attached to the link i+1.
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straints such as

F(M0v+M1 p1 +M2 p2 + · · ·+Mn pn)≤ γ, (14)

where F : R2 → R is convex, γ is a constant coefficient
and M0,M1, . . . ,Mn are constant 2× 2 matrices, may be
added to the problem without losing convexity. Even equality
constraints of the form

M0v+M1 p1 +M2 p2 + · · ·+Mn pn = γ (15)

will preserve convexity. The above facts may be exploited in
various ways, for instance:

• avoiding collision of objects rigidly attached to the robot
with the environment (see the simulation reported in
Subsection V-B);

• formulating inverse kinematics problems where, instead
of pn assigned, one has v assigned;

• formulating “proximity problems” where, instead of
assigning pn one specifies that ||v− v̄|| ≤ ε , meaning
that the distance between some point(s) belonging to
the robot and some other point(s) must be below a given
threshold, while satisfying the other constraints.

V. SIMULATION RESULTS

A. Angular constraints

We report an example obtained by applying the proposed
technique to a planar robot of 7 links, having equal length
ri = 10, i = 1, . . . ,7. In Figs. 6 and 7, stroboscopic views
of two trajectories are reported. In both cases the gravity

vector is (cosθ ,sinθ) with θ =
5π

8
, kept constant during

the whole simulation and chosen to obtain a concavity of
the robot directed towards the fourth quadrant. The initial
and final configurations of the robot are shown in black and
blue, respectively. The red line represents a constraint due to
the environment (all the nodes are constrained to stay on the
half–plane delimited by the line and containing the origin).
In both cases the configurations belonging to the trajectory
are obtained by solving a convex optimization problem for
each of the desired positions of the end-effector, from the
top one (38,33) to the bottom one (38,9). In Fig. 6, joint
angles are not constrained. On the contrary, the trajectory of
Fig. 7 is obtained by requiring that

− 1
10
≤ q4 ≤

1
10

and
− 1

10
≤ q5 ≤

1
10

,

meaning that the angles between the links 3 and 4, and
between links 4 and 5 are less than ≈ 6◦. This is achieved
by adding the following constraints of type (11):

||p5− [p4 +(p4− p3)] || ≤ 20sin
1

20
, (16)

||p6− [p5 +(p5− p4)] || ≤ 20sin
1

20
. (17)

−30 −20 −10 0 10 20 30
0

10

20

30

40

50

60

Fig. 6: A stroboscopic view of the trajectory of a planar robot. Joint angles
are not constrained. The red line represents a fixed linear constraint.
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Fig. 7: A stroboscopic view of the trajectory of a planar robot. Two joint
angles are constrained to be not greater than 1

10 rad. The red line represents
a fixed linear constraint.

Fig. 8: A stroboscopic view of the trajectory of a planar robot. The
square represents a grasped object and the red lines represent fixed linear
constraints. A collision occurs between the object and the environment when
moving the end–effector from bottom to top, because the shape of the object
is not taken into account.
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Fig. 9: A stroboscopic view of the trajectory of a planar robot. The
square represents a grasped object and the red lines represent fixed linear
constraints. As opposite to the case reported in Fig. 8, here the shape of the
grasped object is taken into account by properly formulated rigid constraints.
As a result, no collision occurs as the end–effector moves from bottom to
top.

B. Other rigid constraints

Rigid constraints allow for taking into account the shape of
objects rigidly attached to the robot, for instance for avoiding
collisions. As an example, consider the same planar robot
of Subsection V-A, carrying a square–shaped object of size
l = 10. The position of the object relative to the end–effector
is assumed to be fixed, as is the case for grasped objects. The
initial and final configurations of the robot are shown in black
and blue, respectively. In Fig. 8 an undesirable trajectory,
obtained by neglecting the grasped object, is shown: the
end–effector moves from bottom to top and, at some time,
a collision occurs between the object and the environment.
On the contrary, in Fig. 9, for the same positions of the
end–effector, no collision occurs, because the shape of the
object is taken into account in the optimization problem.
Precisely, three vertices v1, v2, v3 of the square (the other
coincides with the end–effector and may be neglected) can
be expressed as:

vi = pn +λiΩφi (pn− pn−1) ,

for λ1 = 1, λ2 =
√

2, λ3 = 1 and φ1 =
π

4 , φ2 = 0, φ3 =−π

4 .
Then, by adding to the optimization problem constraints of
the form

g>j vi ≤ h j, j = 1,2, i = 1,2,3,

for properly chosen g1, g2, h1, h2, the three vertices are
forced to belong to the admissible workspace (delimited by
the two red lines). Note that the vi are not decision variables,
but depend linearly on the decision variables p1, . . . , pn.

VI. CONCLUDING DISCUSSION

We have shown how to exploit the properties of rigid
transformations for taking into account various types of
constraints in the kinematic inversion of redundant planar
manipulators based on convex optimization [5]. The method

Fig. 10: A redundant quasi-planar robot having 8 revolute joints.

described in the present paper is not suitable for generic non-
planar manipulators. The reason is the following: for non–
planar manipulators a rigid transformation implies a rotation
around an axis that, in general, depends on the current
configuration (on the contrary, for planar manipulators the
axis is always the same, orthogonal to the plane of the
robot). As a consequence, convexity with respect to the
decision variables is lost. The method, however, may be
applied whenever the kinematic inversion problem, for a
given position of the end-effector, can be reduced to a planar
one. An example is given in Fig. 10: for a given position of
the end-effector, the angle of the first revolute joint (vertical
axis) is defined, hence a planar problem1 can be formulated.
The possible adaptation of the method to other special classes
of non–planar manipulators is currently under investigation.
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