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Ahstract- In this paper we consider a set of dynamically 
decoupled systems interconnected by control agents. We can 
visualize this architecture as a graph where subsystems are 
associated to nodes and control agents are associated to arcs. 
The interconnection between subsystems is determined by their 
input matrix. The decisions of each control agent can directly 
affect only the nodes connected by the corresponding arc. We 
seek a stabilizing control framework in which each control agent 
has information only about the state components associated 
with the nodes it influences; we say this control architecture is 
decentralized in the sense of networks. This problem setup in­
volves block-structured feedback matrices, with structural zero 
blocks. We provide a constructive, sufficient condition based 
on an LMI with block-diagonal constraints, which guarantees 
stabilizability through a network-decentralized state-feedback 
control law. We show that under some structural conditions, 
concerning local stabilizability and connection with the external 
environment, the LMI condition we provide is always feasible. 
Thus, the desired controller can be found in an efficient way. 

I. INTRODUCTION AND MOTIV ATION 

Many systems, consisting of naturally independent units, 
become interactive once a control action is applied. A typical 
example is given by water distribution systems [3], [15]: the 
water level in each reservoir has its own dynamics, yet, for 
a proper management of the system, we need to regulate 
incoming or outgoing water fluxes to achieve an efficient 
distribution service. In this case, the reservoirs are pairwise 
connected by pipes in which the fluxes are controlled. 
Another application example is distributed traffic control. In 
large platoons of vehicles, individual vehicle control inclu­
ding information from other neighboring vehicles can assure 
optimal speed and safety distance, increasing the overall 
throughput and avoiding collisions and congestions [9], [11], 
[12]. In this case, the subsystems become globally interacting 
if we add a control which acts pairwise (each vehicle must 
keep a certain distance from the one in front and from the one 
behind). Formation flight of aircrafts [9] is another significant 
example: independently piloted planes may be cooperatively 
controlled, for instance, in order to keep a common height. 
Additional examples include transportation networks [2], 
[18], routing in telecommunication and data communication 
networks [17], [16], [10], [14], [13], inventory management 
and production-distribution systems [4], [5], [6], [7], [8], 
[22], [23] and network flows in general [4], [1], [21]. 

In many cases it is too expensive or actually impossible 
to implement a centralized controller having information 
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about all the subsystems (for instance, when a very large 
number of subsystems are geographically sparse). Then, 
the control has to be computed locally: each control law 
acting on a certain subset of subsystems has to be decided 
according to the information about that subset of subsystems 
only. We call this type of control network-decentralized. 

Pioneering work along these lines can be found in [14], 
[11], [13]; more recent contributions are [7], [3], although 
limited to the case in which the subsystems are characterized 
by first-order integrators. Consensus problems have become 
increasingly popular for distributed computation (see [20], 
[19] and the references therein), yet the main focus is on 
agreement among agents (nodes) rather than stabilizability. 
We approach the problem using Linear Matrix Inequalities 
(LMIs), whose advantages are: 1) they can express a variety 
of classical control constraints (including Lyapunov and 
Riccati inequalities) for general dynamical systems and 2) 
they are readily solvable with off-the-shelf software. 

In this paper, we consider a set of decoupled subsystems 
with possibly unstable dynamics. We look for a state­
feedback control which must be network-decentralized. As 
we will see in Section II, this is equivalent to requiring that 
the feedback matrix has the same structure as the transpose 
of the overall input matrix. Our main results are: 

• under the condition of local stabilizability, we provide in 
Section III a sufficient condition, based on a constrained 
LMI, for the solvability of the problem; 

• we show that the obtained condition is sufficient only, 
because there are systems which admit a network­
decentralized stabilizing feedback matrix, even though 
this LMI is not feasible; 

• we prove that, for a class of systems structurally cha­
racterized by a graph connected with the external envi­
ronment, our decentralized problem is solvable because 
the constrained LMI is always feasible (Section IV). 

We will see that the structural external connection condition 

is crucial, since it is necessary to have global reachability 
when all the subsystems have the same dynamics and the 
same type of interactions with the agents. Finally, in Section 
V, we provide a numerical example. 

II. DECENTR ALIZED CONTROL OF NETWORKS: 

PROBLEM FORMUL ATION 

A system consisting of N subsystems, connected by 
several control agents, can be written as 

x(t) = Ax(t) + Bu(t) + Ed(t) (1) 

where x(t) E ]Rn includes the state variables associated with 
each subsystem, u( t) E ]Rm is the control vector, d( t) E ]Rn 
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Fig. 1. The graph corresponding to Example 1 

is the vector representing an external, non--controllable signal 
affecting the system, E is a generic matrix, while A and B 
are block-structured: A E lRnxn is a block-diagonal matrix 

Al 0 0 0 
0 A2 0 0 

A= 0 0 A3 0 

0 0 0 AN 
and B E lRnxm is a matrix of a given structure, such as 

B •• B •• 0 0 0 
B •• 0 B •• 0 0 

B= 0 0 B •• 0 B •• 

0 0 0 B •• B •• 

(2) 

where blocks denoted by 0 are structural zero blocks, while 
the other entries B** are arbitrary. 

Matrix B can be represented by a hypergraph having 
N nodes (corresponding to the blocks of matrix A, i.e. 
to the subsystems): each column of B is associated to 
a hyperarc connecting all the nodes directly affected by 
the corresponding control. In the following, for simplicity, 
hypergraphs and hyperarcs will be referred to as graphs and 
arcs. Figure 1 shows the graph corresponding to Example 1 
below: gray circles are nodes associated to subsystems and 
pink squares on the arcs indicate network controllers. 

All the block dimensions must be coherent with the 
block structure of A. If each diagonal block of A, Ai , has 
dimension ni and each block of B has mi columns, it must 
be that: L;:l ni = nand Li mi = m. 

Each of the N connected subsystems has its own dyna­
mics. We say that a state-feedback control law is decentra­
lized when each control component, which affects a certain 
subset of nodes, has information about the state components 
associated with those nodes only. This property forces the 
feedback matrix to have the same structure as BT. 

Definition 1: A control of the form u = -K x is decen­

tralized in the sense of networks if K has the same structural 
zero blocks as BT; we write that K E S(BT). 

Example 1: Consider the case 

A = blockdiag{AI,A2,A3,A4} 

[ 
Bll BI2 0 0 BI5 0 

1 B= 0 B22 B23 B24 0 0 
0 0 0 B34 0 B36 
0 0 B43 B44 B45 B46 
E = blockdiag{O, 0, -1,-I} 

The graph corresponding to B is shown in Fig. 1. K must 

have the structure r K,£ K'[; 0 0 Kfs 0 1 T 

K = 0 KJ; K� Ki:t 0 0 
o 0 0 K� 0 Kifr, 
o 0 KT:, K'£t KTs KTr, 

Note that the "restricted information" condition is reflected 
in this constraint on K. For instance, the second component 
of the control is the sub-vector 

U(2)(t) = K12X(1)(t) + K22X(2)(t) 

so that U(2) (t), which affects x(1) and X(2), has to be decided 
without any information about x(3) and x(4). 

Remark 1: As a special case, when A = 0, 

x(t) = Bu(t) + Ed 

the control u = -,BT x, with I > 0, is a decentralized 
solution. If B has full row rank, then the closed loop system 
is asymptotically stable. Optimality of this control has been 
proved even under saturation [3]. 

III. SUFFICIENT LMI CONDITIONS FOR NETWORK 

DECENTR ALIZED STABILIZ ATION 

It is possible to find a general condition expressed by a Li­
near Matrix Inequality (LMI) which, if satisfied, guarantees 
that the system (1) can be stabilized through a decentralized 
state-feedback control. The expression of this decentralized 
control is also provided. Unfortunately, this condition is 
merely sufficient and not necessary. 

A. Stable subsystems 

If the system is stable (each subsystem Ai is asymptoti­
cally stable) we have the following. 

Proposition 1: If system (1) is open loop stable, then 
stability is preserved by the network-decentralized control 
K = IBT P, I > 0, where P is a positive definite matrix 
with the same block-diagonal structure as matrix A, such 
that AT P + P A < o. 

Proof Due to the open loop stability assumption, 
system (1) satisfies the Lyapunov equation 

ATp + PA = -Q 

where Q and P are positive definite matrices, with the same 
block-diagonal structure as matrix A. r 

�

l 

p= . 

o o � 1 = 
r 
�1 

· Q . 
· . 
· . 

PN 0 o 

Then, if we apply the control K = IBT P, I > 0, the 
closed loop matrix A -B K is stable as well, since 

(A -BKfp + P(A - BK) = 

(ATp + PA) -IPBBTp- ,PBBTp 
-(Q + 2,PBBT P) < 0 

• 
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B. Unstable subsystems 

We consider now the non-trivial case in which the system 
is marginally stable or unstable (i.e. at least one of the 
subsystems Ai is marginally stable or unstable). 

Proposition 2: Consider system (1), where matrix A has 
a block-diagonal structure and B is block-structured. If it 
is possible to find a matrix S, positive definite, with the 
same block-diagonal structure as A, which satisfies the LMI 
condition 

(3) 

then there exists a stabilizing decentralized control law. 
Proof Assume that there exist a positive definite matrix 

S, block-diagonal as A, 

(4) 

o 

and a matrix R E S(BT), which satisfy the LMI 

AS + SAT -BR -RT BT < O. (5) 

Then, the control u = -K x with K = RS-1 is decentrali­
zed and stabilizing. In fact, because of the block structure of 
Rand S, K E S(BT), thus the controller is decentralized. 
In addition, if P = S-l (which is still block-diagonal and 
positive definite), by replacing R = KS in (5) we obtain 
AS + SAT -BKS -SKT BT < 0 and, by pre- and post­
mUltiplying by P, we have PA+AT P-PBK _KT BT P < 

0, which corresponds to (A -BK)T P + P(A -BK) < 0, 
thus ensuring the stability of the closed loop system. 

Since the inequality 

xT[(A -BKf P + P(A -BK)]x < 0 

is satisfied V x i- 0, a suitable feedback is always provided 
by the control u = -'YBT Px, with 'Y > 0 and large enough, 
which satisfies the same inequality. By substituting K 
'YBT P, we obtain 

xT(ATp + PA)x - 2'YxTpBBT Px < 0, Vx i- 0 
=} AT P + PA - 2'YPBBT P < O. 

Pre- and post-multiplication by matrix S, block-diagonal as 
in (4), gives the LMI 

SAT + AS - 2'YBBT < 0 

which must be solved with the structural condition S > O. 
The existence of such a matrix S assures that the control 
of the form u = -'YBT Px is decentralized, since P has 
the same block-diagonal structure as A and thus BT P E 

S(BT). • 

We have thus shown that, given a system with A block­
diagonal and B block-structured, a decentralized control u = 
-'YBT S-lX exists if (3) holds for a block-diagonal S > 0 
(or, equivalently, AT P + P A -2'Y P BBT P < 0 for a block­
diagonal P > 0, thus u = -'YBT Px). This condition is 
sufficient, but not necessary, for the existence of a stabilizing 

decentralized control. In fact, we can provide the counter­
example of a system which can be stabilized by means of a 
proper decentralized control, even though it is impossible to 
find a block-diagonal P satisfying the inequality. 

C. Why the Condition is not Necessary: an Example 

Example 2: Consider the system 

x(t) = Ax(t) + Bu(t) 

where 

A � [H � 1 B � [ �1 �1 1 
with A > 0 (therefore the system is unstable). 

In order to find a state-feedback control u = -K x, we 
look for a matrix K E S(BT): 

K= [ a -b 
� ] 0 -c 

Therefore 

[ �a b 

!d 
1 A-BK= A - (b + c) 

c 

and we are free to assign its eigenvalues in order to obtain 
an asymptotically stable system. For instance, if we take a = 
b = c = lOA and d = -A, we obtain a stable matrix. 
Thus it is possible to stabilize the system by means of 
a suitable decentralized state-feedback control. However, 
it is impossible to find a stabilizing decentralized control 
u = -'YBT Px with a block-diagonal positive definite matrix 
P which satisfies the Lyapunov condition (A -BK)T P + 
P(A-BK) < 0 =} ATp + PA-2'YPBBTp < O. In fact, 
if we choose 

-2'YP1P2 
4'Yp� - 2P2A 

-2'YP2P3 
should be positive definite, so all the leading principal minors 
should be positive. 

This can be true for the first two, yet it is impossible 

for the determinant 2'Ypi( 8'Y2p�p� -4'YP2AP� -4'Y2p�p�) -
8'Y3pip�p� = 8'Y3pip�p� - 8'Y2pip2P�A - 8'Y3pip�p� = 
-8'Y2pip2P�A to be positive, since A > O. 

So, we have proved that the presence of a block-diagonal 
matrix P > 0 with the same structure as A and such that 
the inequality ATp + PA - 2'YPBBTp < 0 holds is a 
sufficient, but not necessary, condition in order to guarantee 
the presence of a network stabilizing decentralized control. 
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IV. STRUCTURAL CONDITIONS FOR SOLV ABILITY 

We now consider a system 

x(t) = Ax(t) + Bu(t) (6) 

with A block-diagonal as in (2) and B block-structured. We 
now assume that the system has the structure of a connected 
(undirected) graph (not a hypergraph). Thus, we assume that 
each undirected arc corresponding to a control agent connects 
a pair of nodes. This means that, in each block column of 
matrix B, there are at most two non-zero blocks. 

Definition 2: The system is connected if its graph is 
connected, namely each of its nodes can be reached starting 
from any other, by following the existing arcs. We say that 
the system is connected with the external environment if it is 
connected and there is at least one block column of matrix 
B with a single non-zero block (i.e. the system is connected 
with an "external node"). 

Definition 3: The system is separately stabilizable if each 
control agent can separately stabilize each of the nodes 
which it affects. Precisely, denoting by Bij the block of B 
representing the action of control j on subsystem i, then 
(Ai, Bij) is stabilizable. 

Remark 2: It is worth stressing that a control agent may 
not be able to stabilize simultaneously both subsystems to 
which it is connected. For instance, the non-stabilizable 
system 

is separately stabilizable. 

Then, we can obtain the following general result, which 
guarantees the existence of a decentralized control. 

Theorem 1: If system (6) is connected with the external 
environment and separately stabilizable, then a stabilizing 
decentralized control always exists and can be found by 
solving LMI (3), which is feasible. 

Proof We provide a constructive proof in three steps: 1) 
tree-graph pre-stabilization; 2) completion with the insertion 
of the neglected control arcs; 3) general LMI feasibility. 

1) First of all, we suitably reorder the subsystems, starting 
from one of the nodes connected with the external environ­
ment, and we create a tree by choosing a subset of the arcs. 
This is always possible, since by assumption we consider 
a connected graph (and not a hypergraph). We choose and 
order the N arcs so that B can be written as B = [B EJ 
with a block-triangular matrix B: 

[ B� l 

[13 13] = : 

o 

* 

R, 1 
* B2 

BNN EN o 

where the "*,, are suitable elements. We can thus choose 
a control u = -Kx = -K [-T of x, which stabilizes 
the system. Precisely, K is formed by N diagonal blocks 

K1, K2," " KN, each computed to stabilize (Ai -BiiKi). 

Thus, the resulting closed-loop matrix is 

A-Bk� [ 
[ Bll * * 

0 1322 * 

BNN 0 0 

Al 0 
0 

0 

A2 

0 

�; 1 r r" BN 0 

0 

1 
0 

AN 
0 

;N 1 
K2 

0 
0 

which is block-triangular and stable. As a consequence, it 
always admits a Lyapunov function, expressed by a block­
diagonal matrix P > 0 such that 

(A -BKf P + P(A -BK) = -Q < O. 

This in turn implies that there exists a suitable control law 
K = [(rBT p)T of , where, for I large enough, the 
system with closed loop matrix (A -;yBBT P) is stable and 
satisfies 

with the given block-diagonal P. 
2) If we include all the control components, after the tran­

sformation the closed loop matrix becomes A -;yBBT P­
;yEET P = A -;YBBT. Then 

(A -;YBBTf P + P(A -;YBBT) 
AT P + PA - 2;YPBBT P - 2;YPEET P 
-Q - 2;YPEET P < 0 

3) Since (A-;YBBT)T P+P(A-;YBBT) < 0, feasibility 
of the original LMI (3) can be proved as in the proof of 
Proposition 2. • 

Remark 3: While the proof of Theorem 1 is constructive, 
it is not effective to follow its steps to compute the control 
action. As long as it is demonstrated that the LMI condition 
is always feasible, one can directly solve it using an LMI 
software toolbox. 

A. Comments on the external connection Assumption 

Requiring the system to be connected with the external 
environment in Theorem 1 might seem uselessly restrictive. 
However, external connections are absent in Example 2 
(the counterexample highlighting how our conditions are 
sufficient but not necessary): this suggests that the external 
connection assumption might be important. 

We now show that the external connection assumption is 
necessary for reach ability in systems where all the diagonal 
blocks of matrix A are equal and the pairs of non-zero blocks 
in the block columns of matrix B are equal but have opposite 
signs. For example: 

B� [ Bbl Bbl -Bbl 

1 0 -Bbl 0 

0 0 Bbl 
0 0 0 
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Fig. 2. Network graph corresponding to the example in Section V 

For these systems, under the assumption of local reachability, 
the external connection assumption is equivalent to reacha­
bility. 

Proposition 3: Assume that in system (6) all the diagonal 
blocks of matrix A are equal, Ai = Abl Vi = 1, . . .  , N, 

and, if there are two non-zero blocks in a block column of 
matrix B, they differ for the sign only. Assume that we have 
local reachability, namely that (Ak, Bbd are all reachable 
pairs. Then, system (A, B) is reachable if and only if it is 
connected with the external environment. 

Proof The "if' part can be demonstrated along the 
lines of Theorem 1: local reachability guarantees that, by 
repeating the same procedure, we can arbitrarily assign all 
the eigenvalues, thus the overall system (A, B) is reachable. 

Then we need to show that, if the system is not connected 
with the external environment, i.e. if all the block columns of 
B have two non-zero blocks with opposite sign, the system is 
not reachable. Popov criterion states that (A, B) is reachable 
if and only if [AI - A BJ has full rank V)" E a(A): 
this means that �z such that zT [AI - A BJ = o. Yet if 
we choose zT = [vT vT . . .  vT] , where v is a left 
eigenvector of matrix Ab1, then ZT [)"I - A BJ = o. • 

Therefore, if the external connection assumption fails, we 
are forced to rely on the stability of the unreachable modes. 

V. EXAMPLE 

Consider the graph in Fig. 2, which represents a flow 
network: each node is a reservoir and the directed arcs are 
associated to controlled flows. To ensure that at steady state 
the nodes reach the exact prescribed level (fixed as 0) they are 
all equipped by a supplementary integrator. This corresponds 
to the eight state model 

i; = Ax + Bu + Ed 

with 

The even states represent the effective levels, while the 
odd states represent the integral variables, whose derivatives 
are equal to the even states. Vector d represents a constant 
uniform demand on each node. The control for this system 
can be u = -K x = -'Y BT Px, where 'Y is a constant scalar 
and P is a Lyapunov block diagonal matrix. P and 'Y can 
be found by numerically solving an LMI; however, we can 
find an analytical solution if we note that [ P2 

P= 
0 
o 

o 

render the closed loop system stable. 

If we start from an initial condition different from the 
equilibrium one, the integral control guarantees the exact 
recovery of the equilibrium values of the even states, as 
expected (see Fig. 3, 5), while the odd states are asymp­
totically constant (Fig. 4, 6). Note that the integral variables 
are "communicated" by each node to its controls in a 
network-decentralized way, in order to achieve the zero­
error goal. The numerical and analytical solution differ for 
the equilibrium values obtained, but lead to the same steady 
state control vector. In both cases, any deviation from the 
equilibrium values at the nodes is completely eliminated by 
this integral control. 

0.5,,---�-�-�-�-��-�-�-�---, 

o 
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2 
J'! 
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-1.5 

10 20 30 40 50 60 70 SO gO 100 
Time 

Fig. 3. Double integrator, numerical solution: even states (X4 = X6) 
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Fig. 4. Double integrator, numerical solution: odd states (X3 = X5) 
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Fig. 5. Double integrator, analytical solution: even states (X4 = X6) 
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Fig. 6. Double integrator, analytical solution: odd states (X3 = X5) 

VI. CONCLUSIONS 

We have considered the problem of designing a network­
decentralized control strategy for a system formed by a set 
of independent subsystems (nodes) which become connected 
when a control is applied. The control matrix is associated 
with a graph and the constraints on the control agents, 
associated with the arcs of the graph, impose that each 
agent makes its decisions based only on the information 
regarding the nodes it affects. The novel contribution of 
this paper is that it considers nodes which have their own 
arbitrary dynamics, rather than being first-order integrators 
as in previous work [3]. 

We have provided a sufficient structured LMI condition 
for decentralized stabilizability. However, we have seen that 
such an LMI is always feasible under the assumptions of 
local stabilizability and connection of the system with the 
external environment. 

Further developments of this work may extend the results 
to systems with switching topologies and with uncertain local 
node dynamics. 
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